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Executive summary
The global spread of online misinformation has the potential to erode foundational elements of modern civilisation across much of the developed and developing world. Social cohesion, public health and safety, political stability and democracy are all under threat by the rapid and sometimes malicious dissemination of false information within and across national borders.

Online misinformation is an extremely complex and multi-layered problem that defies simple, one-size-fits-all solutions; effective mitigation can only be achieved through multi-pronged strategies involving collaboration and cooperation between governments, digital platforms and community-based organisations.

Attempts to date by governments and global technology companies to tackle online misinformation and disinformation have been constrained by a multitude of challenges and policy shortcomings, not least being a lack of co-ordination and co-operation between key players.

Traditional media outlets can also contribute to the online misinformation problem through amplification of the existence of misinformation campaigns and should be included in strategies to mitigate it.

Popular terms such as misinformation, disinformation, fake news, false news and hoaxes are used loosely and interchangeably, leading to widespread confusion about their meanings, and adding to the already formidable challenge of trying to tackle the issue.

The extent of online misinformation is extremely difficult to gauge and to accurately measure, in part due to contested definitions about what is being measured.

Governments, global technology companies and other interested parties need to work together towards achieving a broadly agreed set of definitions of key terms surrounding online misinformation to enable coordinated and more effectively targeted strategies to be developed at local, national and global levels.

New laws in Indonesia and Singapore, ostensibly introduced to fight online misinformation and disinformation, are also alleged to have been misused by governments to crack down on political dissent and suppress freedom of expression and the media, further undermining already compromised democratic structures and institutions in Southeast Asia.

Advanced liberal democracies face a difficult challenge trying to balance the sometimes competing aims of pluralism, free expression and individual liberty against the need to protect citizens from online harms and to uphold the integrity of the electoral system.

Liberal democracies, including Australia, should be alert to the potential for any new anti-misinformation laws and regulations to be misused by governments to undermine freedom of speech and the media.

The European Union’s 2018 Code of Practice on Disinformation, despite some shortcomings and ongoing issues, has gained attention as a benchmark for self-regulation of online content, and is influencing debate in Australia on the development of its proposed co-regulation framework.

Despite the uniquely difficult challenges faced in culturally-diverse jurisdictions like Indonesia, extensive work has been undertaken at grassroots and higher levels to mitigate online misinformation, with some success. However, the need for new approaches and initiatives is also apparent.

The global spread of online misinformation surrounding COVID-19 has exposed the broader potential of “information disorder” on the internet to jeopardise public health and safety – particularly, but not exclusively, in less developed countries.
Background
The internet has revolutionised the way we live and connect with each other, bringing transformational economic and lifestyle benefits to much of the planet. But at what cost?
Increasingly, the rewards of the internet age are being shadowed by unintended consequences – not least the insidious spread of false and misleading information in the online sphere, with sometimes harmful consequences. This global problem can threaten essential elements of our modern civilisation, including social harmony, health and safety, the rule of law and democracy.
The focus of governments and law makers on the issue has been heightened since 2016, when evidence emerged about Russian operatives attempting to use online disinformation to interfere in the US presidential election campaign; and, also when the term “fake news” was popularised by then candidate Donald Trump. Of course there is nothing new about fake news; it has been around for centuries. What has changed in recent decades is how the internet has enabled the mass transmission of falsehoods to any part of the world at a rapid pace.
In the past five years, almost 20 countries have adopted new laws and regulations in attempts to tackle online misinformation and disinformation. Two of those countries, Indonesia and Singapore, are the focus of detailed examination in this report. Australia, meanwhile, is pursuing a voluntary co-regulation scheme involving the major digital platforms, scheduled to commence in 2021.
This independent research project, funded by Facebook Inc (based in Menlo Park), reflects the views of the authors and should not be taken to reflect the views of Facebook. Through the detailed examination of the experiences of Australia’s near neighbours Singapore and Indonesia, and the European Union, the research aims to provide insights and points of comparison to assist the Australian Government, relevant authorities and digital platforms in their deliberations on managing the complex and fraught issue of online misinformation and its spread. The findings contain both valuable insights and warnings for policy makers in Australia and elsewhere.
Led by La Trobe University Associate Professor Andrea Carson, the research is based primarily on in-depth interviews conducted in the second half of 2020 with online experts and practitioners living in Indonesia and Singapore. Project participants included academics, technology industry experts, media executives, online journalists, editors and community-based activists in both countries. The report also incorporates other recent research into how the spread of online misinformation is being tackled in Europe and Australia.

Thematic findings

This study offers new insights summarised below and organised around three broad themes identified out of the in-depth interviews with experts in Singapore and Indonesia.

The themes are:
- What is online misinformation – and why is it a problem? (chapter 5)
- Tackling misinformation online and its challenges (chapter 6)
- Potential remedies (chapter 7)

Theme 1: What is online misinformation – and why is it a problem?

Contested definitions
The lack of universally agreed definitions of terms such as online misinformation, disinformation and fake news presents significant obstacles to achieving consensus on how to tackle the problem. Even among experts who contributed to this project, significant diversity of opinion emerged over the meanings of misinformation and disinformation.

For the purposes of this report, we have adopted the following definitions for online misinformation and disinformation:
- **Online misinformation** is the spread of inaccurate or misleading content online.
- **Online disinformation** is the spread of inaccurate or misleading content online with conscious intent to mislead, deceive or otherwise cause harm.

In this way, this report characterises online disinformation as a substantial subset of the broad, overarching problem of misinformation. By our definition, misinformation can be spread with or without ill-intent, while disinformation necessarily involves ill-intent. We have adopted these definitions – and in particular a broad interpretation of misinformation – in part because it closely aligns with the usage of experts who participated in this project.

Our typology is not standardised. For example, First Draft, a global coalition of newsrooms, universities, online platforms and civil society groups, defines misinformation more narrowly: as verifiably false content that is spread without the intention of causing harm. The First Draft typology, while embraced by many, has its problems. Social media and technology platforms argue that a person’s intention when posting information is too difficult to divine. They prefer to identify misinformation based on the veracity or accuracy of the content, and disinformation with reference both to the actors and behaviours of those who spread it, and to the content’s propensity to cause harm.

Other complications emerge. The profusion of false content surrounding COVID-19, including bogus remedies, shows how misinformation, as defined by First Draft, can be spread without intention to cause harm and yet it also can engender real-word harm. Further, some online content that starts out being spread with ill-intent can be spread innocently by others and still cause harm.
Another complication surrounds the term fake news, which has evolved from a descriptor of factually incorrect news content to a phrase increasingly weaponised by some – most conspicuously populist-styled political leaders such as Trump – to try to delegitimise factual content in the mainstream news media. Loosely-defined terms such as fake news can also result in the conflation of very different and distinct problems – such as threats to electoral integrity, hate speech and cyber threats – which, in turn, can potentially lead to inappropriate one-size-fits-all remedies. Conversely, when governments and platforms adopt separate, or “siloed” approaches to misinformation and disinformation, problems can emerge when falsehoods fall into both categories, as can happen on issues such as COVID-19.

**Scale and measurement of the problem**

It is generally agreed that online misinformation is a greater problem in Indonesia than in Singapore. Indonesia’s geographical, cultural, linguistic and religious diversity provides fertile ground for political polarisation, and considerable scope and motivation for spreading false information. Its varied literacy levels in a mass population also make it a challenging environment for online education against the proliferation of misinformation.

The extent of online misinformation is extremely difficult to gauge and to accurately measure, in part due to contested definitions about what is being measured. Moreover, misinformation transcends geographical borders as well as online and traditional platforms, and is often shared on encrypted platforms such as WhatsApp. This report finds some cause for optimism that greater levels of misinformation are being detected and acted on. But whether the gap has narrowed between the volumes of what is being spread and what is being acted on remains an open question.

**Common forms of misinformation**

The report finds the most commonly detected forms of online misinformation in Indonesia and Singapore relate to politics, public health and conspiracy theories. Online hate speech is a major global problem, but it is outside the scope of this study as its spread is most often regarded as disinformation. Observed motivations for spreading misinformation ranged from political and financial, to mischief-making.

**Consequences of misinformation**

The negative consequences of online misinformation can be many and varied, ranging from emotional and physical harm to individuals, to wider damage to communities through adverse health outcomes (such as from anti-vaccination campaigns) and undermining of democracy, particularly during election campaigns. Experts who participated in this project also identified a number of marginalised groups in Indonesia and Singapore they considered at high risk from online misinformation campaigns, including women (particularly in Indonesia), people identifying as LGBTI, journalists, human rights and anti-corruption activists, and minority ethnic groups. They also cited wider social consequences of online misinformation, including:

- Reduced public trust in news media and politics
- Low quality discourse in the online environment
- Reduced capacity of the general public to distinguish fact from fiction.

**Theme 2: Tackling misinformation online and its challenges**

**Industry measures**

Multinational technology companies such as Facebook, Google and Twitter have implemented a range of measures, at both local and global levels, to try to reduce harmful and “inauthentic” content on platforms. Given the essential differences between misinformation and disinformation, the platforms have tended to assign separate strategies, and in some cases separate teams, to each. Disinformation is typically defined as the spread of false information with the intention of causing harm. However, given the inherent difficulty of discerning the intent of individuals who post false information, the platforms focus on other criteria – in particular the online actors and their behaviour patterns – when trying to identify and deal with suspected disinformation. By contrast, platform strategies to identify and manage misinformation (defined for the purposes of this report simply as the spread of inaccurate content) tend to focus on the veracity or otherwise of the content itself, rather than the behaviour of the poster. However, when problematic content falls into both categories – typically at varying times – platform responses may include one or more different measures, with the choice of response depending on the type and severity of the suspected breach. Low-level breaches may lead to no more than the publication of terms and conditions of use with reference to a platform’s published community standards. At the other end of the scale, flagrant and serious breaches can result in users being banned from the platform.

Facebook employs a broad three-pronged approach involving shutting down of lending accounts, limiting distribution of problematic content, and providing cues to online users about the quality of the information they are consuming, with a view to boosting the media literacy of users. Within these broad categories, Facebook:

- Provides tools and campaigns to improve digital literacy
- Commissions third-party fact checking of suspect content
- Attaches false information warning labels to problematic content
- At times, require proof of user identity to improve account transparency
- Takes down harmful content, or technically limits its algorithmic spread
- Reduces services to users found to have breached the platform’s community standards
- Provides resources and financial support to news media organisations in some countries.

Facebook and other platforms have also:

- Used artificial intelligence (AI) to detect and identify problematic online content
- Formed partnerships with community-based organisations that can detect and forewarn platforms of emerging misinformation campaigns. This has been particularly useful in Indonesia, where demographic diversity presents unique challenges
- Exchanged information with each other and with governments about known online misinformation threats
- Funded academic research (including this project) to expand their knowledge about online misinformation and possible remedies
- Provided mechanisms for the public to report online misinformation, and to alert platforms to other content that deviates from their community standards.
Government measures
The governments of Singapore and Indonesia have strongly focused on legislative measures in response to the quantum of online misinformation in the past decade, utilising existing laws and enacting new ones – with sometimes controversial outcomes. It is a fast-moving policy landscape with new laws passed even as this report was going to print.

The major legislative initiatives have been the 2019 Protection from Online Falsehoods and Manipulation Act (POFMA) in Singapore, and 2016 revisions to the Information and Electronic Transactions Law (ITE) in Indonesia. Singapore has also utilised existing broadcasting and sedition laws, while Indonesia has invoked its defamation and anti-pornography laws, and proposed controversial changes to its Criminal Code, which critics argue will give the Government too much power to suppress freedom of speech and expression. In December 2020, Indonesia passed its highly controversial Ministerial Regulation 5/2020, which amongst other things requires platforms to remove content “against the public order” within 4 hours, or face heavy penalties, including blocking of platforms. Indonesia’s Communications and Informatics (KOMINFO) Ministry has also been active in the fight against alleged hoaxes and disinformation with its own fact checking exposés.

The governments of both Indonesia and Singapore have often clashed with civil society groups and major technology platforms over how to define and respond to contested online content. Platforms have at times refused requests or demands from governments to respond to disputed content in particular ways – notably when governments have sought the prompt removal of content before the platform says it has had time to assess it adequately. Such disagreements have occurred most frequently during election campaigns. In this environment, the newly passed Indonesian Ministerial Regulation 5/2020 will likely be a closely watched law by defenders of civil liberties.

Challenges for governments
Globalisation – and the massive flow of internet content over national boundaries – places major practical limitations on the effectiveness of national laws to fight misinformation, particularly when there is disagreement between countries on what constitutes legitimate content. The international reach of online misinformation can render one country’s legal jurisdiction relatively impotent in the absence of cooperation from other countries. And when disagreements emerge across national borders about content appropriateness, diplomatic issues can arise not just for governments, but for the platforms tasked with resolving them.

The tendency of the Indonesian and Singapore governments to prioritise law enforcement ahead of less punitive mechanisms to deal with online misinformation has also created major controversy and public distrust towards governments – particularly in light of accusations that anti-misinformation laws have been misused for political purposes.

Political misuse
Experts say the governments of Indonesia and Singapore have used misinformation laws to censor or silence a wide spectrum of critics. They say this has had detrimental implications for freedom of speech, media freedom and political pluralism, and democratic representation in both countries. The governments have been accused of using the laws to target their political opponents, as well as journalists, religious groups, political dissidents, human rights campaigners and other activists.

In Singapore, most of the controversy surrounds the 2019 Protection from Online Falsehoods and Manipulation Act (POFMA), which bestows extensive powers on the Government and its ministers to declare information to be false or misleading, and to force publishers to apply a correction notice or remove content. Some MPs have accused the ruling PAP of creating and using POFMA to serve its own political ends and, in the words of one, tighten a “dictatorial government’s... hold onto absolute power”. Some have also questioned how the Government could make fair judgements in cases as they consider new approaches to the issue domestically. Not least among these challenges is how to balance the need for social responsibility and harm minimisation against freedom of expression and other fundamental values and rights held dear in advanced liberal democracies.
where it was the subject of alleged falsehoods, while others have highlighted the potential for POFMA to be used to intimidate independent media and government critics.

The Singapore Government has also been accused of using pre-existing laws, including the Defamation Act, to deter dissent under the guise of prosecuting online misinformation. According to the international organisation Human Rights Watch, the Defamation Act has been the Government’s “most powerful non-criminal weapon” against its opponents. Its large penalties are claimed to have served as a government tool against speaking ill of the Government, with self-censoring widely observed and practised, and government-initiated defamation actions often succeeding.

In Indonesia, the Government’s use of the Information and Electronic Transactions Law (ITE) to prosecute online misinformation has been characterised by critics as a threat to freedom of speech and media freedom. Hundreds of Indonesians have been prosecuted under the ITE law over online comments critical of the Government and President Jokowi in recent years. During Jokowi’s first term (2014-2019), 241 individuals were “criminalised for criticising authority figures of the Jokowi administration,” according to Usman Hamid relying on Amnesty International figures. Meanwhile, academic Ross Tapsell found no evidence of anyone being prosecuted by the state for spreading falsehoods about Jokowi’s opponent, Prabowo, during the 2019 presidential election campaign. The Government also used the law against critics in West Papua, the scene of a long-running struggle for independence. In 2019, human rights lawyer and West Papua defender Veronica Koman was charged under the ITE law for allegedly spreading fake news that caused unrest in the region. And in August of that year, the Government used Article 40 of the ITE law to shut down internet access in West Papua.

**Theme 3: Potential remedies**

Experts agree that effective mitigation of online misinformation requires a multi-pronged approach, with the active involvement of all interested groups – the digital platforms, governments and policymakers, academics, journalists, community organisations and the wider community of internet users. Further, the experts identified that existing measures and programs implemented by governments and technology platforms need to be supplemented on a number of important fronts. These include:

**Common definitions**

Agreement among key stakeholders on definitions of key terms – most importantly misinformation and disinformation – will be essential to ensuring that authorities dealing with online falsehoods are acting in concert and addressing the same problems. To date this has not occurred. Currently, the terms misinformation and disinformation can mean different things within and beyond national borders – including in the labelling of national legal codes. Even some experts who participated in this research project used the terms interchangeably.

**Education**

Digital education programs have been rolled out in Indonesia and Singapore. They include “train the trainer” programs for digital literacy educators, and mass advertising campaigns against fake news designed to educate internet users to identify false information and avoid sharing it. But experts argue more needs to be done – and emphasise that education programs cannot succeed in the absence of efforts on other fronts to curb the spread of false and potentially harmful content.

**Engagement and collaboration with all sectors**

The project participants unanimously agreed that the involvement and cooperation of all interested parties – governments, policymakers, technology companies, academics, media groups, journalists and grass roots community-based organisations – was an essential precondition to effective action against a problem as complex and multi-layered as online misinformation.

**Greater transparency**

Platforms have been criticised for allegedly inadequate reporting of the scale of the problem of misinformation, and for not being more transparent about what they are doing to manage it. In their defence, platform experts point out the extreme difficulty of measuring a phenomenon that transcends national borders and often goes undetected, and for which there is no agreed definition and varying degrees of associated harm. Facebook undertakes twice yearly reporting of its global measures, and quarterly reporting of country-specific measures that were geoblocked because of local laws. This data is available on the platform’s website. However, critics argue greater efforts are required to communicate to the public what is being done to tackle online misinformation.

**Supporting public interest journalism**

Among other factors, the rise of the major technology platforms – in particular Google and Facebook – has impacted the advertising business model of mainstream media companies and led to newsroom cutbacks and closures, as the ACCC reported. At the same time, the platforms have provided financial support for quality journalism for many reasons, including because of its power to help internet users distinguish fact from falsehood. So ironically, while journalism has been a casualty of the mega-success of the technology platforms, Google and Facebook have recognised the importance of it with targeted initiatives such as the Journalism Project (Facebook) and the Google News Initiative, which provides journalists with data skills and online tools. Google’s News Lab also collaborates with journalists and entrepreneurs to drive innovation in news. Facebook is piloting Facebook News in the USA to enable quality news outlet stories to reach bigger audiences. Elsewhere, Twitter donates to specific journalism projects such as the Committee to Protect Journalists and the International Women’s Media Foundation. Most major platforms also provide journalism research funding to the academic community and support for digital media start-ups. While these initiatives will not restore employment of journalists to the levels of the pre-Facebook and Google era, they are an acknowledgement of the essential role of public interest journalism in functioning liberal democracies – and, by extension, in the fight against online misinformation and disinformation.

---

1 Usman Hamid, “Indonesia's Information Law has threatened free speech for more than a decade. This must stop,” The Conversation, November 25, 2019, https://theconversation.com/indonesias-information-law-has-threatened-free-speech-for-more-than-a-decade-this-must-stop-127446
A Study of Online Misinformation Regulation in the Asia Pacific
Overview

The internet is without question among the most transformational human inventions of recent centuries. In the space of just two decades, it has revolutionised the way we live and connect with each other, delivering previously unimaginable economic and lifestyle benefits. But as with many other monumental inventions, the internet has come with some harmful unintended side-effects. And among the most concerning of these has been its enabling of the spread of false information, or “fake news”.

There is nothing new about fake news; it has been around for centuries. What has changed is that near-universal access to online technology has enabled the spread of false information on an unprecedented scale.

Governments, technology platforms and other stakeholders have become increasingly alert to the dangers of online misinformation and disinformation over the past decade – particularly in the time since Donald Trump popularised the term fake news during his 2016 US presidential election campaign. On many fronts, the spread of online falsehoods appears to be undermining foundational elements of modern civilisation – most notably social harmony, public health and safety, and political democracy – in many parts of the world.

In Indonesia and Singapore – two dynamic Southeast Asian nations that are the primary focus of this report – misinformation and disinformation have flooded the online space during recent national elections, adding to serious concerns about their degrees of liberal governance. The concerns have been compounded by accusations that the national governments of both countries have used anti-misinformation laws to target their political opponents and suppress free speech and freedom of the media.

Elsewhere, external state actors are increasingly using false online content to try to influence foreign election outcomes. Others are targeting vulnerable groups and individuals with hate speech. Online misinformation is also undermining global public health – most recently with the spread of falsehoods and conspiracy theories surrounding COVID-19. Fake news can also make money, an example being the Macedonian youth entrepreneurs who made millions in advertising revenue by using made-up political headlines as clickbait.

Surveys in Australia find that most people are worried about fake news. Some scholars fear an epistemic crisis with citizens unable to confidently separate fact from fiction. Other studies show that political leaders who seek to delegitimise journalism as “fake news” could be undermining public trust in the mainstream news media, and leading people to rely on less trustworthy sources.

It is in this context that governments, technology platforms and other interested parties in all jurisdictions, including Australia, have been redoubling efforts to tackle this serious and challenging public policy issue.

Aim and report objectives

This independent research project, funded by Facebook Inc. (based in Menlo Park, US), aims to inform contemporary deliberations in Australia about tackling online misinformation and disinformation, including the proposed development of a voluntary code of technology industry practice in 2021. The research examines in depth how Singapore and Indonesia – two of Australia’s closest Asia-Pacific neighbours – have tackled the problem, and compares and contrasts their responses to supra-national initiatives in the European Union. It is hoped the findings will help to guide the Australian Government, its media regulator and digital technology companies as they consider various possible measures to try to contain the spread of false information on digital platforms in the Australian context. To this end, the report:

- Provides an overview of how governments and digital platforms in Singapore, Indonesia and the European Commission have responded to the perceived threats of falsehoods on social media and other digital platforms
- Provides the examples of Singapore and Indonesia to examine the potential implications of legislative and other policy responses to online misinformation for political discourse and freedom of expression
- Documents detailed insights from key actors (journalists, academics and technology platform experts) about the major challenges arising from the spread of false information online, and the consequences for public debate
- Consolidates the findings into a timely publication that highlights the public policy and political challenges and responses to the spread of false information on digital platforms in the selected countries
- Identifies key considerations and challenges relevant to online platform governance in Australia.

1 https://www.wired.com/2017/02/veles-macedonia-fake-news/
Background and Australian context

In advanced liberal democracies like Australia, the reach and spread of online networks presents a conundrum for legislators and policymakers. On one hand, the state must try to protect the public against harm from false and potentially dangerous information. On the other hand, as a custodian of democracy, the state must seek to protect the rights of the people to freedom of expression and speech. Governments therefore face a difficult challenge trying to balance the sometimes conflicting aims of pluralism, free expression and individual liberty against the need to protect citizens from online harms and, in the case of democracy, to uphold the integrity of the electoral system.

The dilemma is highlighted by some worrying global trends. Freedom House and other global political and media indices paint an alarming picture of how democracy and pluralism have come “under assault”6 in the online age, with the world experiencing 14 years of decline in political rights and civil liberties up to 2019.7 Similarly, media freedom has reportedly been in decline for more than a decade – under both liberal and liberal governments,8 with some using the spectre of fake news to restrict online news content.

But there is also cause for optimism. Global technology platforms are investing heavily in efforts to verify online information, with measures ranging from sophisticated artificial intelligence detection, to manual fact checking on a large scale across both developed and developing jurisdictions. Yet it remains to be seen how far these measures go towards restoring public trust in public information and in established news organisations in an era blighted by the spread of misinformation.9

How governments have responded

In an overview of regulatory and other responses to online misinformation across the globe, academics James Meese and Edward Hurcombe identify three distinct approaches:

- Voluntary co-regulation initiatives “that do not involve mandated regulation or state oversight”.10 In these instances, government bodies encourage digital platforms to work with stakeholders to develop and implement a broad set of aims to tackle online misinformation, as is the case with the EU Commission. Australia is currently following this model.
- Direct legislative measures, such as those adopted in Singapore and Indonesia. Meese and Hurcombe say that generally governments adopting this approach have tended to circumvent consultation. Others claim such laws have been misused for political purposes, and tend to operate in jurisdictions already known for low levels of media and political freedoms.11 The European liberal democracies of France and Germany have also opted for legislation, but with more checks and balances against misuse than Indonesia and Singapore. Even so, the German Government has been criticised for over-reach.
- Non-regulatory activities such as the government funding of digital literacy campaigns (Indonesia and the EU) and factchecking operations (Indonesia).12

Australian response

In 2017, the Australian Government directed the Australian Competition and Consumer Commission (ACCC) to oversee a Digital Platforms Inquiry. The final report of the inquiry in 2019 contained detailed proposals to address disinformation and misinformation on online platforms operating in Australia (see chapter four). The report called for “monitoring efforts of digital platforms to implement credibility signalling”, and for a voluntary digital platforms “code” to counter disinformation.13 The report stated that the code should apply to complaints about disinformation that involved “serious public detriment”14, and that it should be overseen by the Australian Media and Communications Authority (ACMA).

ACMA’s subsequent position paper – Misinformation and news quality on digital platforms in Australia: A position paper to guide code development – was released in 2020. It said digital platforms to be covered by the code should include online search engines, social media platforms and other “digital content aggregation services with at least one million monthly active users in Australia”.15 Individual news media outlets were excluded from consideration for coverage by the code because they were “not considered key distributors of misinformation in Australia.”16 This was despite subsequent findings that traditional media outlets also contribute to the online misinformation problem in Australia.17

In response to the ACMA and ACCC initiatives, the platform providers, represented by the Digital Industry Group Inc. (DIGI), produced the Australian code of practice on disinformation for public consultation in October 2020 (see chapter four for details). The use of the word “disinformation” in the title is noteworthy in light of the previous use of “misinformation” in the title of ACMA’s position paper. As discussed elsewhere in this report, ambiguity over the meanings of key terms including misinformation and disinformation has to some extent compounded the challenge of tackling the broad problem of online falsehoods.

This research report is intended to complement the public consultation process in the lead-up to the planned enactment of the voluntary code in 2021.
Method, scope and terminology

This research project centres on two case countries in the Asia Pacific region – Indonesia and Singapore – that have adopted a legislative approach to tackling online misinformation. The project also examines the alternative of voluntary co-regulation between governments and platforms adopted in European Union nations, on which Australian authorities have heavily drawn in their deliberations ahead of the proposed adoption of an Australian voluntary code.

Literature and policy review

The first step of the research process involved a detailed review of previous research examining countries that have taken a legislative approach to online misinformation, and others that have adopted voluntary co-regulation. The extensive literature review identified key themes that helped to inform the in-depth interviews conducted with 14 experts in the online sectors in Indonesia and Singapore. The interviewees included journalists, editors, media regulators, academics, digital platform experts, human rights activists and members of non-government organisations with practical knowledge of how false information online – and policy responses to it – impact citizens’ daily lives and public discourse. The views of government representatives have been recorded in official documents and cited in background chapters.

Interviews

Plans for face-to-face meetings with experts in Indonesia and Singapore had to be abandoned in favour of online interviews after the COVID-19 pandemic precluded international travel. Each expert was interviewed for approximately one hour on the general nature of online misinformation and disinformation. The interviews included journalists, editors, media regulators, academics, digital platform experts, human rights activists and members of non-government organisations with practical knowledge of how false information online – and policy responses to it – impact citizens’ daily lives and public discourse. The views of government representatives have been recorded in official documents and cited in background chapters.

Scope and terminologies

The original empirical findings of this study detailed in chapter five to seven focus on the legislative responses to online misinformation and disinformation in Indonesia and Singapore. The findings are intended to provide insights and a point of comparison for those involved in deliberations over future measures to tackle online misinformation in Australia.

A limitation that should already be apparent from this introduction is the lack of broad consensus on the meanings and applications of terms such as misinformation, disinformation, manipulation and fake news. Even experts who contributed to this project were not completely aligned or consistent in their use of these terms. This lack of consensus on definitions is acknowledged as a significant barrier to developing effective policies and measures to tackle the problem.

To try to mitigate confusion for readers of this report, we have adopted a simple and broad definition of online misinformation: the spread of inaccurate or misleading content online.

We define disinformation, by contrast, as the spread of inaccurate or misleading content online with conscious intent to mislead, deceive or otherwise cause harm. In this way, we consider online disinformation to be a substantial subset of the broad, overarching problem of misinformation. This is a similar position to the ACMA.

It must be emphasised that this typology is not an accepted standard; others use slightly or even widely differing definitions. We have adopted this typology for the sake of clarity and consistency. It also reflects broad usage of the term misinformation – to mean all types of false or misleading content online – by a majority of expert participants in this project.

Our broad definition of misinformation is in contrast to some popular definitions which hold that misinformation is confined to false and/or misleading content created without the intention of causing harm. This provides a simple and clear counterpoint to disinformation when it is defined as false or misleading content spread with the intention of causing harm. However, as we show in this study, there are practical problems with both these definitions.

The narrower definition of misinformation can be problematic because in some instances, as the COVID-19 pandemic has shown, false content spread without ill-intent can also cause harm. And while the idea of disinformation as false content spread with ill-intent is conceptually straightforward, in practice it can be difficult to establish or to prove the intentions of people posting content. For this reason, technology platforms focus on other criteria such as the actors who are spreading false information and patterns of behaviour when trying to identify and mitigate disinformation, and on the veracity of the content when identifying other types of misinformation.

In summary, when this report uses the word disinformation, it should be taken to mean spreading false or misleading content with conscious intent to mislead, deceive or otherwise cause harm. When we use the broader term misinformation, or quote others using that word, it refers to the spread of inaccurate or misleading content online that may or may not cause harm – depending on the context.

Chapter contents

Chapters one and two examine how the spread of online misinformation and disinformation has been approached by governments in Indonesia and Singapore, two of Southeast Asia’s most prominent and dynamic nations. In each case we consider the unique local historical and cultural contexts in which this most global of 21st century issues is playing out. We examine the various laws (pre-existing and new), regulations and other tools they have deployed in the fight against misinformation – and how these measures have at times been as controversial as the problems they purport to tackle. The report gives particular attention to claims that governments in both countries have used anti-misinformation measures as weapons to silence their critics and suppress freedom of speech and the news media. By extension, we look at the
vexed questions of who decides what is and what is not misinformation, and what it all might mean for the governance of Indonesia and Singapore.

Chapter three provides a brief history and overview of the measures in place in the EU. It focuses on the development and performance of the EU’s main measure, the EU-wide Code of Practice on Disinformation, established in 2018. It also examines other important initiatives and actions taken in Europe to manage the spread of misinformation and disinformation, including laws passed by individual EU Member States.

Chapter four looks in detail at Australia’s experience of online misinformation, and how governments have responded to it. We trace the recent history of debates and development of proposed co-regulation, and draw comparisons, where relevant, with measures undertaken in other countries.

Chapters five, six and seven are the results chapters derived from the interviews. Each chapter reflects one of the three broad themes outlined in the Executive Summary. Together, they examine the challenges and responses to misinformation and disinformation in the Asia-Pacific region, drawing on expert local knowledge within Indonesia and Singapore.

Chapter five draws on interviewees’ experiences and knowledge to explore the nature and scale of online misinformation in Indonesia and Singapore.

Chapter six examines existing measures in Indonesia and Singapore being used to address online misinformation, including legislative responses as well as initiatives of digital platform providers and non-government and media organisations. It also examines accusations of political misuse of the laws by governments in both countries, and the implications for their democratic status.

Chapter seven considers potential remedies to online misinformation from the experts’ perspectives. High on the list is the need for common definitions, digital education programs, involvement of trusted partners from the non-government sector, support for quality journalism and academic research, and greater reporting transparency from the platforms.

Chapter eight brings together the earlier findings and salient lessons observed from different countries’ responses to online misinformation. It provides final observations about how the Australian Government, policy makers, regulators and the digital platforms and their users could work cooperatively to tackle this insidious problem.
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CHAPTER 1

Indonesia’s approach to online misinformation
Introduction

In this chapter and the following we examine how the spread of online misinformation and disinformation has been approached by governments in Indonesia and Singapore, two of Southeast Asia’s most prominent and dynamic nations.

In each case we consider the unique local historical and cultural contexts in which this most global of twenty-first century issues is playing out. We examine the various laws (pre-existing and new), regulations and other tools they have deployed in the fight against misinformation – and how these measures have at times been as controversial as the problems they purport to tackle. We give particular attention to claims that governments in both countries have used anti-misinformation measures as weapons to silence their critics and suppress freedom of speech and the news media. By extension, we look at the vexed questions of who decides what is and what is not misinformation, and what it all might mean for the future of political rights and civil liberties in Indonesia and Singapore.
Mass protests staged in Indonesia in September 2019 signalled deep and widespread public discontent with proposed changes to a law about the Corruption Eradication Commission, the changes to Indonesia’s Criminal Code (KUHP) was one of several other grievances protesters expressed at the rallies. Of particular concern are the KUHP Bill’s ostensible attempts to curb the spread of online misinformation with provisions targeting “hoaxes,” known locally as hoaks, Indonesia’s term for fake news.

It also clamps down on defamation of the Government, which has raised fears of further limits on freedom of speech and the media. While the protests prompted President Joko Widodo to postpone a vote on the Bill, fears about its illiberal potential persist.

In this chapter, we track the history of Indonesia’s approach to tackling online misinformation over the past decade, leading up to the proposed new Criminal Code. We look at how existing laws and regulations have been adapted and used by the Government to take on internet abusers – and, according to critics, to suppress dissent and free speech. The chapter also examines the unique cultural, ethnic and historical characteristics of Indonesia that help to explain the evolution of its approach to the issue. A timeline of the implementation of “fake news” laws and policies is tabled at the conclusion of the chapter (Table 1.1).

**Ethnic and religious diversity**

Suspicion about the Government’s motives for wanting to amend the Criminal Code is informed partly by Indonesia’s chequered history on freedom of speech. Successive regimes have employed varying levels of authoritarianism, including limits on free speech and the media, in their attempts to rule and hold together the highly diverse ethnic, religious and cultural groups that make up Indonesia’s 270 million people. Javanese account for 40.1 per cent of the population, followed by Sundanese (15.5 per cent), Malay, Batak, Madurese and Betawi (each around 3 per cent) and dozens more.

Ethnic Chinese, though only 1.2 per cent of the population, have a disproportionately large presence and role in Indonesia’s society and economy, which sometimes leads to tensions with majority groups.

The disparate ethnic and language groups struggled collectively for independence from Dutch colonial rule in the 20th century. In recent decades, however, in the absence of a shared colonial enemy, ethnic and regional differences have become more pronounced, keeping governments alert to potential and actual divisions.

The existence of significant religious minorities also presents further challenges. While a large majority of Indonesians identify as Muslim, there are also significant numbers of Christians (9 per cent), Hindus (1.7 per cent), and others. And within Islam, tensions exist between the large Sunni majority and smaller, mainly Shi’a communities.

**History and freedom**

Historical narratives also influence contemporary Indonesian politics and its approach to tackling online information. The authoritarian, anti-democratic rule of President Suharto from the 1960s to the late 1990s—founded on anti-communist ideology and the national philosophy of “Pancasila,” and marked by institutional corruption—continues to shape modern Indonesia. While direct presidential elections staged every five years since 2004 (indirect through parliament since the 1999 election) have been deemed free and fair by external adjudicators, fabricated claims of ballot fixing in the 2019 election were a reminder that democracy in Indonesia remains fragile.

Feeding into this narrative of democratic vulnerability is evidence of declining civil freedoms. Indonesia scored just 61/100 (down from 65/100) in the latest Freedom House report, making it “partly free.” It was marked down on issues including rights for minorities, corruption, transparency, religious freedom (atheism is banned), judicial process, state violence, and legal, political and social equality.

Most established media groups, though technically independent of the Government, have strong partisan links to parties and politicians.

Independent publications, such as the weekly magazine Tempo, are in the minority. And despite the proliferation of technologies enabling citizen-led journalism, much of this activity has been co-opted into the systems of established media conglomerates, ensuring continued concentration of media ownership.

---

8 Pancasila, literally meaning “five principles,” is the nation’s core philosophy. It entails “the belief in one God, just and civilized humanity, Indonesian unity, democracy under the wise guidance of representative consultations, and social justice for all the peoples of Indonesia” (“Pancasila” Britannica. accessed August 20, 2020, https://www.britannica.com/topic/Pancasila).
9 After Joko Widodo was declared the winner of the 2019 Presidential election, his opponent, Prabowo Subianto, stated to the media that he and his team would not accept the result on grounds of alleged vote-rigging by Widodo.
11 Ibid.
13 Ibid., 13-14.
Indonesia is a major online player, accounting for the fourth and third largest number of internet and Facebook users globally. But as online activity has soared in the past decade, Indonesia’s internet freedom ratings, as measured by Freedom House, have declined over issues including equality of access, transparency of internet restrictions, judicial protection, criminalisation of online acts, state surveillance, and extra-legal intimidation and violence.

Official attempts by the Indonesian Government to tackle online hoaxes have fuelled many of these concerns. According to MAFINDO, a prominent community organisation dedicated to fighting online misinformation, political content accounts for around 70 per cent of online hoaxes – making efforts to combat it a contested and at times complicated endeavour.

The Government’s approach to tackling misinformation

Multi-faceted strategy

The Government has employed a variety of tools, some of them direct and blunt, in its fight against alleged hoaxes. For example, it shut down internet access after riots over protests against racial discrimination in Papua that grew into post-election riots in May 2019. It has also empowered the National Police to arrest people alleged to have disseminated misinformation, while encouraging members of the public to report suspect online behaviour to authorities. These efforts are aided by new technologies, such as artificial intelligence, that can identify authentic behaviour such as automated bot accounts on social media. The Government has also implemented public education programs to increase media literacy, engaged groups like MAFINDO to help identify hoaxes, and sought cooperation from social media companies to share their knowledge of hoaxes and ultimately have them removed.

Conflicts of interest

Many critics have questioned the Government’s motives and impartiality when it comes to deciding what is false information. Given that much of the content being scrutinised is political in nature and often anti-government in sentiment, the potential conflicts of interest are substantial – and readily apparent in the operations of the National Cyber and Encryption (BSSN) and State Intelligence Agencies, which report directly to the President. While these bodies may be necessary to tackle the problem, it raises the spectre of government manipulation to protect itself.

Fighting religious and ethnic discrimination

Preserving religious and ethnic stability is a core element of Indonesia’s approach to tackling online hoaxes. This is reflected in the criminalisation of information sharing that aims to incite hostility based on ethnic or religious divisions, and blasphemy allegations. Concerns about religious radicalism and political and ethnic tensions in some instances have led the Indonesian Government to pressure social media platforms to remove content. People deemed to have contradicted “the beliefs or political ambitions” of the Muslim majority online have also been targeted under Indonesian laws. In one case a man who posted “God does not exist” and other comments deemed offensive to Muslims on Facebook was charged under the Criminal Code and the

24 Tapsell, “Indonesian policy of hoax news increasingly politicised,” 3.
27 Interview 7, interviewed by Andrea Carson, 19 August 2020.
Information and Electronic Transactions law (ITE), the latter leading to 30 months' jail and a US$10,000 fine.30 Numerous groups and individuals, including journalists, have used misinformation to play on Indonesians' fears of Islamophobia.31 Groups found to have intentionally inflamed religious tensions for such purposes include Saracen and the Muslim Cyber Army.32

During post-election protests in 2019, many protestors said they were motivated by online news and widely shared private messages that falsely reported attacks on Mosques and other forms of religious discrimination.33 Content that seeks to frame individuals as sympathetic to communism (it is illegal under Indonesia's Criminal Code to communicate communist ideology) has also been prominent. President Jokowi has been variously claimed to be ethnically Chinese, and to be leading a government involved in Chinese conspiracies to influence Indonesian affairs.34 A doctorate image was once posted purporting to show Jokowi at a communist rally in 1955 – six years before he was born.35 However blatant, such falsehoods have been known to gain traction, and are commonly used by political players to try to discredit opponents and incite public unrest.36

**Misinformation as a political weapon**

Prominent political figures have been among those employing hoaxes to advance their political objectives. An investigation by *The Guardian* in 2018 found links between the Muslim Cyber Army and Indonesian opposition parties, as well as the Indonesian military.37 During the 2019 presidential election, the campaign teams behind Jokowi and his rival Prabowo Subianto were found to be "funding sophisticated social media operations to spread propaganda and disinformation through fake accounts."38 A Prabowo spokesperson later denied the behaviour, saying it creates "a climate where voters become ever-more polarised and find it difficult to ascertain what is true and what is fiction – which, in the end, can only damage our ability to hold rational discourse."39 Patterns in the timing and targeting of hoax crackdowns have also prompted some to accuse the state of attempting to "strengthen controls on oppositional information" in the lead-up to elections.40

### Laws and regulations

Indonesia has a number of laws that it exercises in its fight against misinformation. The key laws are detailed below, including plans to update and amend the 1945 Criminal Code, and the new Ministerial Regulation no. 5/2020 launched as this report was going to print.

#### Criminal Code

Indonesia's Criminal Code, or Kitab Undang-Undang Hukum Pidana (KUHP), has been in operation since 1945, when independence from the Netherlands was declared. The code is a modified version of the previous Dutch-imposed code,42 and has remained largely unchanged for more than 70 years. Recent attempts to rewrite the code have prompted widespread consternation within Indonesia.

In its current form, under Article 14(1) of the KUHP, people charged with publishing false information that may reasonably be considered to cause public unrest can result in up to three years' jail.43 Under Article 14(2), publishing false information that may reasonably be considered to cause public unrest can result in up to three years' jail.44 And under Article 15,
information or news that is uncertain, exaggerated or incomplete, and that may reasonably be believed to cause public unrest, may result in up to two years’ jail.  

Apart from controversy surrounding proposed amendments, the use of the Criminal Code in its current form as a weapon against online misinformation has attracted considerable commentary and criticism. The Institute of Criminal Justice Reform chief Anggara Suwahju says “commotion among netizens (citizens of the internet)” shouldn’t be enough to trigger the “chaos” article of the law. 46 Critics also say the code is a “rubber article,” with ambiguous definitions allowing the Government freedom to interpret and apply the law to suit its own interests. 47 Despite these concerns, there is strong support in Indonesia for the proposition that the Bill is due for revision to be relevant to modern realities. 48

KUHP has been used during periods of crisis and potential public unrest in recent years to prosecute alleged cases of online misinformation. For example, the National Police charged more than a dozen people under Article 14(2) with spreading fake news about a series of purported child kidnappings, and about the Lion Air flight that crashed in October 2018. 49 But efforts to quell the spread of fear in the community have sometimes led to punishment of less educated Indonesians who unwittingly shared false information while genuinely trying to build awareness about serious events. 50

The Jokowi Government has shown a willingness to use the Criminal Code against political opponents. After the 2019 presidential elections a Prabowo campaign spokesman and an Opposition party politician were charged “on suspicion of subversion and spreading hoaxes.” 51

The Criminal Code has also been used to crack down on the use of the internet by separatists in West Papua. However, in these cases the activists have been accused of treason rather than spreading misinformation. 52

The Government has invoked articles 14 and 15 of KUHP against the spread of misinformation about the COVID-19 pandemic. 53 Efforts to police COVID-related posts have also extended to crackdowns on criticism of the Government’s handling of the pandemic, including “anyone caught insulting the President and other top officials in relation to COVID-19 policies,” which can result in 18 months’ prison. 54

Draft revisions of the Criminal Code

The Government’s declaration in 2018 of its plans to amend the KUHP was met with enthusiasm by some observers who felt it was overdue – and serious apprehension by others who feared it could lead to further tightening of restrictions on civil freedoms. The first public outline of the proposed revisions confirmed these fears, leading to widespread public protests and the consequent postponing of a vote on the Bill in September 2019. However, renewed parliamentary deliberation has been flagged. 55

Under proposed Article 262(1), anyone who knowingly disseminates false information, resulting in public unrest, would be liable for a maximum prison term of six years, or a fine of Rp500 million (AUD$47,000 approx). Under 262(2), someone who spreads news they may suspect is a hoax, and that they may reasonably believe could incite public unrest, faces up to four years jail or a fine of Rp200 million (AUD$19,000 approx). 56

Article 263 states that disseminating news or information that is uncertain, exaggerated or incomplete, and that may reasonably be believed to cause public unrest, may result in two years in prison or a fine of Rp50 million (AUD$4,500 approx). 57

Other provisions with the potential to limit public expression cover criticism of the President or Vice President (up to 4.5 years’ jail, or a Rp200 million fine) and of the Government (four years and Rp500 million). There are also provisions covering blasphemy “against the religion adopted in Indonesia” (five years’ jail or a Rp500 million fine), and up to 18 months’ jail, or a Rp10 million fine, for defaming someone in public writing or imagery. However, it would not be criminal if doing so was in the public interest or in the accused’s defence. 58

Political debate

Indonesia’s opposition politicians have been relatively circumspect on the proposed amendments, leading to the suggestion by the Jakarta Post of “a holy alliance between the ruling and opposition camps in the House to get the amended Criminal Code enacted into law.” 59 While several high-profile political figures, including the deputy head of Indonesia’s House of Representatives, have raised concerns that some articles in the Bill could be used against civil liberties, the main political parties have stated publicly that they stand behind the new draft. 60

The draft Bill has attracted criticism from politicians in neighbouring Southeast Asian countries. But these critics have focused mainly on proposals affecting private and same-sex relationships. 61

45 Nugroho, “Comparative study on hoax handling policies in Indonesia and Singapore”, 360.
48 “KUHP Explained: All the controversial articles in Indonesia’s criminal code outlined.”
50 Tapsell, “Indonesia’s policing of hoax news increasingly politicised”, 3.
54 Ibid.
56 RKUHP Article 262.
57 Ibid., Article 263.
58 Ibid., Article 304.
59 Ibid., Article 440.
Public reactions

Initial public reaction in Indonesia to the proposal to amend the law was often positive. Human Rights Watch’s Andreas Harsono had hoped the changes could establish a “rights-respecting” and “modernising and open Indonesia.”63 Others hoped it was an opportunity to make the law less discriminatory and toxic.64 However, goodwill soon started to recede as fears grew that the amendments would be “used as a political tool.”65 Harsono said “the current draft is much more draconian” than the existing law.66 Because the current draft is intended to please religious conservatives, it is likely to be more discriminatory against religious minorities, LGBT groups and women, he feared.67

This sentiment was highlighted during the September 2019 protests.68 As leading Indonesian law firm SSEK stated: “Whatever the intention, the reality is that the KUHP would criminalise more conduct than the current Criminal Code.”69 Concerns about freedom of speech and the media have dominated criticisms of the draft Bill, particularly in the media sector. One critic argued it would allow the Government to “imprison anyone it dislikes,” including journalists.70 Others claim deliberate ambiguity in the law about who is being targeted will enable suppression of media freedom.71

While there is sympathy among media supporters for the notion that hoaxes are an “enemy” of freedom of expression, the problem cannot be tackled “by arresting the people who share” hoaxes.72 Damar Juniarto of the Southeast Asia Freedom of Expression Network (SAFEnet) said that by punishing both the producers and sharers of hoaxes, the Bill had the scope to charge almost anyone in Indonesia, particularly given the country’s low media literacy.73

Information and Electronic Transactions Law

The Information and Electronic Transactions Law (ITE) has been the primary law used against online misinformation and hoaxes in Indonesia. Essentially, it extends the Criminal Code for offences including hate speech, slander, defamation and blasphemy where they are deemed to have occurred on the internet.74 And unlike the corresponding law in Singapore, Indonesian citizens can report perceived breaches of the law to authorities to prosecute.75 Article 28 is commonly used to prosecute online hoaxes. It covers anyone who “knowingly... disseminates false and misleading information resulting in consumer loss in Electronic Transactions.”76 In practice, it has been used much more broadly. Breaches carry up to six years’ jail and a fine of Rp1 billion (AU$95,000 approx).77 Article 28 also bans the spread of information that aims to incite hatred or hostility based on ethnicity, religion, race and other social divisions (SARA).78 Article 35 targets “any person who knowingly and without authority... manipulates, creates, alters, deletes, [or] tampers with electronic information” to make it “seem to be authentic.”79 Breaches carry up to 12 years’ jail and fine of Rp12 billion (AU$11.4 million).80

ITE also criminalises online defamation,81 with up to four years’ jail and a fine of Rp750 million (AU$70,000).82

When the law was revised in 2016, it included a controversial “right to be forgotten” clause (Article 26(3)), allowing applications to internet providers and platforms to have personal information removed. Critics have complained that this provision can be misused by politicians to censor unwanted commentary.83 Another revision, Article 40, enables the Government, either directly or through an intermediary, to disable access to “prohibited” content.84

Political debate

The 2016 revisions to the law have not been universally supported by the political establishment. Before the amendments were implemented, the House of Representatives deputy chairman called on free speech advocates to generate momentum to force changes to the defamation clause, which he feared would be used to silence the public.85 In the end, the maximum jail sentence under its defamation clause was increased.86 The vice chair of the lower house said the ITE law should be revised as it contained double standards.87 While 2019 vice presidential candidate Sandiaga Uno promised to revise the law “to protect us from ourselves” and because “I don’t want us to be using those laws to hit our opponents.”88
Popular reactions

Community organisations and sections of the media have been vocal critics of the ITE law, claiming it threatens freedom of speech and media freedom. Asep Komaruddin of the Legal Aid Institute for the Press said the requirement for “electronic system organisers” to delete information at the direction of courts93 was a potential threat to press freedom.90 SAFEnet argued that the defamatory components of the Bill did not distinguish between civil and criminal defamation, and were generally ambiguous,91 allowing people to press charges against anyone that insults or provokes them.92 SAFEnet identified problems with deletion of information,93 defamation,94 termination of online access,95 and the threat of criminal punishment.96,97 It argued that the law had multiple potential interpretations, resulting in legal uncertainty and creating a "revenge" dynamic, enabling people to use the law against their enemies. It also had the potential to be used as "shock therapy" against the public, causing a chilling effect.98

Amnesty International Indonesia’s Usman Hamid highlighted issues with the wording of the law, saying “electronic information” could reasonably cover emails and text messages, and thus threaten gross invasions of personal privacy.99 Moreover, he said the law did not clearly differentiate between insults and defamation as defined in the country’s Criminal Code.100 And MAFINDO’s Septiaji Eko Nugroho said the criminalisation of online speech should be a “last resort,” and that the focus should be on “mediation in the name of restorative justice.”101 Similar arguments have been mounted by international observers. Human Rights Watch and Amnesty International have both warned that the Jokowi administration’s growing use of the ITE Law threatens free speech.102 Freedom House took particular issue with the defamation clause, which often lands alleged perpetrators in extended pre-trial detention.103 While some defamation charges never actually make it to court, it said the threat of pre-trial detention was used by the Government to intimidate others. Human Rights Watch and SAFEnet agree that the Government’s focus should be on providing correct information to citizens, rather than criminalising what citizens say because they lack correct information.104

Academic views

Academics have also been critical of the content and application of the ITE law. Usman Hamid, a lecturer in law at Indonesia’s Jentera School, argued that while the law was introduced ostensibly to provide protections for consumers online, “in practice, the Government and law enforcement officials have abused the law to silence political dissidents.”105 Others said a lack of clarity in the law’s defamation provisions could result in silencing of some people and groups, including women who speak out against gender-based violence.106 Provisions such as article 40, which the Government has used to disable access to prohibited online content, were also seen to “carry huge risks of power abuses.”107

Dr Ross Tapsell of Australian National University says ITE provisions were used during the most recent general election campaign against ordinary Indonesians who were unknowingly sharing fake news about serious events such as natural disasters.108 Tapsell believes the extent of the Government’s intervention in this space is in part due to the absence of effective controls from global tech platforms.109 He says the Government’s overreach against citizens could fuel increased distrust towards the state and the police, and a diminishing of “Indonesia’s generally open and vibrant public sphere.”110 This has been confirmed in public opinion polls.111 Tapsell has proposed an alternative strategy of policing to focus on “syndicates” that spread fake news for political or monetary purposes.

Uses and consequences

SAFEnet, which monitors the use of the ITE law, says the law was used 263 times from its inception in 2008 to the end of 2018,112 overwhelmingly against members of the public rather than members of particular groups. In 2017 and 2018, journalists and media professionals were targeted more than any other groups (apart from the public). The number of court cases relating to ITE has risen dramatically, from 20 in 2015 to 292 in 2018. According to SAFEnet, 7 per cent of cases brought under the ITE law have related specifically to hoaxes, 10 per cent to information manipulation, 22 per cent to hate speech, and 24 per cent to defamation.

99 UU ITE, Article 26.
92 Ibid.
93 UU ITE, Article 26.
94 Ibid., Article 36.
95 Ibid., Article 40.
96 Ibid., Article 45.
98 Ibid.
99 Hamid, “Indonesia’s Information Law has threatened free speech for more than a decade. This must stop.”
100 Ibid.
102 Lee, “Analysis: How effective was Indonesia’s war on fake news in its election?”
105 Hamid, “Indonesia’s Information Law has threatened free speech for more than a decade. This must stop.”
107 Tapsell, “Indonesia’s policing of hoax news increasingly politicised”.
108 Ibid., 7.
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112 “Persoalan UU ITE dan Praktik Pelanggaran Hak Digital di Indonesia.”
A third of those involved instances of purported "hate speech" and "insults" towards Jokowi, of which a majority were communicated through social media. Conversely, Tapsell found no evidence of anyone being prosecuted by the state for spreading falsehoods about Jokowi's opponent, Prabowo, during the 2019 election campaign.122 The ITE law was also used to block access to WhatsApp, Facebook and Instagram features during the 2019 post-election riots in Jakarta "to avoid incitement" from the spread of misinformation.122

Critics of the Government's high-profile prosecutions of political dissidents claim this has encouraged attacks on dissidents by government supporters, who in some cases have responded with physical intimidation.123 Attempts by dissidents to challenge their prosecutions have repeatedly failed; a total of seven applications for judicial review have all been denied.124

West Papua

The Government also used the law against critics in West Papua, the scene of a long-running struggle for independence. In 2019 human rights lawyer and West Papua defender Veronica Koman was charged under the ITE law for allegedly spreading fake news that caused unrest in the region.125 In August of that year the Government used Article 40 of the ITE law to shut down internet access in West Papua.126 Legal experts argued the move was an illegal attack on freedom of speech.127 But the Government said the situation in West Papua demanded strong measures to reduce misinformation and restore order – even though protests at which the action was targeted had already stopped.128

Also in 2019, Facebook removed hundreds of accounts that regularly posted about West Papua on the grounds that they demonstrated "coordinated inauthentic behaviour."129 Indonesia's Minister for Communication and Information denied any government role in this intervention.

Covid-19

The ITE law has been the Government's principal weapon-of-choice against alleged COVID-19 hoaxes. Among the targets have been people spreading false information about the pandemic, perpetrators of alleged "health equipment frauds"130 and criticism of the Government's handling of the crisis.131 By April 2020, the Government had made more than 80 arrests over alleged COVID-related fake news.132 The actions drew claims that COVID-19 was being used by authorities to justify crackdowns on journalists critical of Jokowi and the Government.133

Other misinformation laws

Several other laws that have potential applications in the fight against online hoaxes in Indonesia have been used more sparingly.
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Law No. 17/2011 on State Intelligence

Articles 30-34 give the State Intelligence Agency (BIN) the power to conduct surveillance, information extraction and other tasks relating to “activities that threaten national interests and security such as terrorism, political violence and ‘cyber warfare.’” To the extent that the law is applied to hoaxes, BIN is tasked with investigating and combing the “potential dangers they pose,” and assisting with any prosecution under the other relevant laws.

Reactions

Efforts to enact new laws to combat terrorism and other security threats, particularly after the 2002 Bali bombings, initially failed amid public opposition to giving BIN “Stasi-like secret police” powers and status. A revised bill was eventually passed in 2011, but has remained the subject of controversy since a failed 2012 bid by a coalition of civil society organisations to have judicial review of 16 of its clauses. Concerns included the law’s “vague language and broad reach.”

Human Rights Watch, while acknowledging the need to protect Indonesians from threats such as terrorism, has called for the law’s repeal, saying “loose language… invites dangerous misuse.”

Uses and consequences

Since around 2015, BIN has been empowered to increase its focus on online threats, and specifically tasked with managing conflicts and intelligence during elections. This was apparent during the 2019 protests, when BIN worked alongside the National Police and National Defence Forces to “safeguard the country.” Under a new regulation introduced in July 2020, BIN operates directly under the control of the President, raising concerns that it may become another instrument used to quell political dissent.

The COVID-19 pandemic has brought BIN’s activities further into the public spotlight. As the national overseer of intelligence, BIN has been given responsibilities that have “extended to everything related to the pandemic,” including even using its resources to conduct contact tracing to monitor its spread. BIN has also provided public information about the pandemic, announcing in July “the discovery of five combinations of drugs to fight COVID-19.”

Embarrassingly for an institution tasked with stamping out misinformation, BIN recently disproved its own “99 per cent accurate” predictions on COVID case numbers and had to retract them.

Terrorism Act 2018

Article 1 of the Terrorism Act can be used against “perpetrators of the spread of hoaxes… if there is an element of threat of violence (that) creates an atmosphere of terror and widespread fear,” according to a senior police official. A senior government official said this provision could apply in the cases of hoaxes threatening violence against community members to stop them turning up at election polling stations, which he said would be a form of terrorism.

Article 1.4 defines the threat of violence as “speech, writing, picture, symbol or body language… which could create widespread fear.”

Reactions

Some members of Parliament have rejected the idea of using the Terrorism Act against hoaxes, arguing that the ITE law is sufficient to prosecute them. Human rights activists have complained that the 2018 Terrorism Act revisions had tightened what were already restrictive and punitive blasphemy and defamation laws. As of March 2019, no person had been charged with spreading hoaxes under the Terrorism Law.

Ministerial Regulation no.5/2020

In December 2020, the Indonesian government launched its new Ministerial Regulation no.5/2020 to further regulate how private Electronic Service Operators (ESO) such as cloud computing service providers, social media platforms and other applications serving Indonesians should operate. In essence, the ministerial regulation provides more authority for the government to obtain data for law enforcement purposes, and to hold platforms accountable to remove misinformation and other content deemed as public disorder with a strict turnaround time of four hours. Failure to comply can result in heavy financial penalties and even internet blocking of platforms.

---

---
Government bodies

Ministry of Communication and Information Technology

In addition to using the law in the fight against online misinformation, Indonesia’s Ministry of Communication and Information Technology (KOMINFO) has actively engaged with the online industry and the community through various programs and operations. The ministry has been particularly focused on seeking cooperation from social media platforms to monitor and remove false online information. In January 2018, for example, it persuaded nine social media and messaging platforms to sign an agreement to tackle hoaxes and hate speech on their sites – a move widely seen as an attempt to shore up controls ahead of that year’s local elections.154 Under the agreement, platforms were obliged to remove accounts designated as prohibited by Indonesia’s election watchdog, the Bawaslu. KOMINFO has also established an artificial intelligence system, Cyber Drone 9, that seeks out “targeted content” on websites.155 Once the content is identified, internet service providers are told to remove it.

KOMINFO has launched multiple initiatives to engage with the community on online misinformation. In 2018 it announced it would begin regular briefings to detail and correct hoaxes it had identified.156 It has launched a dedicated website, “Stophoax,” which in conjunction with MAFINDO and the Google News Initiative seeks to educate Indonesians about how to spot fake information.157 In a similar vein, KOMINFO established the “Siberkreasii” program in 2017 to educate and involve the public in overcoming “the spread of negative content through the internet such as hoaxes, cyberbullying and online radicalism.”158 The program also seeks to engage with the private sector, academics, civil society organisations and the media.159 Despite these initiatives, digital literacy in Indonesia has been found to be “incidental and sporadic.”160

KOMINFO has also been involved in at times controversial initiatives targeting alleged political hoaxes. Before the 2019 presidential election, a “war room” of 100 staff was tasked with identifying online hoaxes 24 hours a day.161 KOMINFO was also a key player in the curbing of social media access during post-election protests, including the blocking of video and photo uploads and downloads on several social media platforms.162 However, these efforts had limited impact due to misinformation continuing “apace” on the encrypted Telegram.163

Uses and consequences

KOMINFO has used its powers to quell the spread of misinformation during non-political crises. For example, the 2018 Sulawesi earthquake prompted the spread of false reports that authorities believed had the potential to incite panic. KOMINFO issued press releases “debunking” the hoaxes, and said they would arrest those suspected of initiating them.164 More recently, it blocked access to some online locations to fight the spread of misinformation about the COVID-19 pandemic.165

National Cyber and Encryption Agency

Like KOMINFO, the National Cyber and Encryption Agency (BSSN) has been empowered by the Indonesian Government to assist with the fight against online hoaxes. Unlike KOMINFO, however, its operations appear to be confined largely to monitoring online activity, rather than prosecuting breaches.166 Established in 2017, it has a Head of Agency who reports directly to President Widodo.

In the lead-up to the 2019 presidential election, the agency was tasked with helping intelligence agencies and law enforcement efforts to combat online misinformation and hoaxes.167

Reactions

Politically, BSSN has come under scrutiny over the limits of its authority. One senior member of the House of Representatives warned that such limits need to be enforced so that BSSN does not become “a censorship agency.”168

Civil society groups have argued that BSSN could be more proactive in providing guidelines to individuals on how to protect themselves against cybercrime, particularly during the COVID-19 pandemic.169
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Uses and consequences
In addition to providing information that enables other agencies to prosecute alleged hoax spreaders, BSSN has helped Facebook to identify accounts linked to the Saracen hate group.\(^{170}\) It has also launched programs to raise cyber-security literacy and awareness,\(^{171}\) leading BSSN head Siburian to credit the agency with Indonesia’s rise from 70 to 41 in the Global Cybersecurity Index in 2017.\(^ {172}\)

Timeline of Indonesia’s “fake news” laws and policies

Table 1.1: Timeline of various laws and regulations implemented in Indonesia

<table>
<thead>
<tr>
<th>Year</th>
<th>Legislation/Policy Development</th>
</tr>
</thead>
<tbody>
<tr>
<td>1946</td>
<td>Indonesia adopts the minimally-revised Criminal Code (KUHP) that had been enforced by the Dutch colonial authorities.</td>
</tr>
<tr>
<td>2008</td>
<td>Information and Electronic Transactions Law (UU ITE) is adopted. First judicial review of UU ITE fails.</td>
</tr>
<tr>
<td>2009</td>
<td>Second judicial review of UU ITE fails.</td>
</tr>
<tr>
<td>2010</td>
<td>Third judicial review of UU ITE fails.</td>
</tr>
<tr>
<td>2011</td>
<td>Law No. 17 of 2011 on State Intelligence is adopted.</td>
</tr>
<tr>
<td>2012</td>
<td>Susilo Bambang Yudhoyono government plans to revise ITE law, but it does not proceed.</td>
</tr>
<tr>
<td>2013</td>
<td>The government, through the Ministry of Law and Human Rights, tables the revised Criminal Code Bill (RKUHP) and Criminal Procedural Code Bill (RKUHAP) into the People’s Representative Council (DPR). However progress of the Bill stops following public opposition and the timing of upcoming 2014 election.(^ {173}) Fourth judicial review of UU ITE fails.</td>
</tr>
<tr>
<td>2015</td>
<td>Recently elected President Joko Widodo signals that the revised Criminal Code is a priority bill.(^ {175}) Discussions between the Government and legislature over the drafting of a new Criminal Code begin.(^ {176})</td>
</tr>
<tr>
<td>2016</td>
<td>Fifth and sixth judicial reviews of UU ITE fail. UU ITE revisions are adopted, which include an expanded definition of defamation under Article 27(3), increased maximum jail sentences for defamation from four years to six years, and a reduction of the fine from Rp1 billion ($AUD94,800 approx) to Rp750 million ($AUD70,500 approx).</td>
</tr>
<tr>
<td>2017</td>
<td>National Cyber and Encryption Agency (BSSN) is established in law, effectively amalgamating the National Encryption Agency (“Lemsaneg”) and the National Cyber Agency.</td>
</tr>
<tr>
<td>2018</td>
<td>[January] National Cyber and Encryption Agency (BSSN) Head of Agency is named, beginning its operations in earnest. [January] After 50 years of failed attempts, the government reveals its plans to revise the Criminal Code, causing concern from civil society groups in Indonesia. [May] Terrorism Act is revised only nine days after the deadliest terror attack since 2002 Bali Bombings. Seventh judicial review of UU ITE fails.</td>
</tr>
<tr>
<td>2019</td>
<td>[September] The scheduled vote on the revised Criminal Code inspires mass demonstrations in Indonesia that last for over a month, mainly led by student protestors. They were the largest student protests since those that were central to the fall of Suharto in 1998. President Widodo postpones vote on RKUHP.</td>
</tr>
<tr>
<td>2020</td>
<td>[December] Indonesia passes the controversial Ministerial Regulation 5/2020, which, amongst other things, requires digital platforms to remove content “against the public order” within 4 hours, under the threat of severe penalties (including blocking of platforms).</td>
</tr>
</tbody>
</table>

Source: Authors
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Conclusion

Misinformation poses a serious and destabilising threat in Indonesia due to a combination of historical, demographic and political factors. Indonesia’s status as one of the largest internet-using populations and its low levels of educational attainment also present significant challenges for actors seeking to defend the citizenry against misinformation. The nation’s conservative religiosity, combined with national attitudes of anti-communism and anti-atheism, ensure the list of prohibited discourse is considerably long. Lingering memories of autocratic repression, and more recent state interference in public discourse, feed fears of government overreach.

These factors have helped create an often unruly information environment, where incendiary attacks on religious, ethnic, gender, sexual, and political grounds are unfortunately not uncommon. The 2019 post-election riots encapsulated the highly charged experience of misinformation in Indonesia. While rioters were initially prompted by Prabowo’s repudiation of the “facts” of the election result, further unrest was stoked by false reports of government attacks on sacred mosques. Several key aspects of the Indonesian Government’s response to misinformation are worth restating. Firstly, its multilateral programs and civil society coalition building are encouraging. With low digital literacy levels, public education is essential. However, commitment to this approach is undermined as the Government relies upon more blunt and efficient measures to police misinformation.

Secondly, and to that point, the punitive criminalisation of misinformation is highly problematic. The Indonesian Government has shown readiness to use the police to arrest those suspected of spreading misinformation, which appears to be largely unchecked by other mechanisms of the state. There is evidence to suggest that these arrests are intended to have an intimidatory effect, since many cases do not make it to trial.

Thirdly, there is a clear conflict of interest in the definition and use of anti-misinformation laws. For example, the prohibition of defamatory or insulting statements against the President has been used to prosecute those critical of the Government. These laws can be used to repudiate opposition and deny the validity of unwanted commentary. This was seen during the post-election riots, in West Papua and against opposition politicians.

Finally, the revised draft of the Criminal Code, which has partisan support, places further restrictions on civil liberties. While Indonesia has fair elections, there appears to be a ruling elite, existing across political lines, that has sought to consolidate its power at the expense of the civil liberties achieved since the fall of Suharto. According to some commentators, this continued erosion of civil liberties suggests the country may be in the midst of protracted “democratic regression.” External statistics support this view. While press freedom has improved over the past decade (albeit still ranking in the bottom quartile globally), internet freedom and political and civil rights have declined – particularly in the last couple of years. There is an attendant complexity, however, to Indonesia’s handling of misinformation. While questions are being asked of the Government’s use of its anti-misinformation laws, the link between misinformation and disruptive public unrest in Indonesia is hard to ignore. As the existence of online shadow groups such as Saracen and the Muslim Cyber Army show, actors in Indonesia have exploited this reality to stoke the country’s religious and political sensitivities in pursuit of their own goals. As such, any evaluation of the Government’s measures to combat misinformation requires nuanced consideration of Indonesia’s complex cultural, demographic and political realities.
CHAPTER 2

Singapore’s approach to online misinformation
Introduction

In January 2018, Singapore’s ruling People’s Action Party (PAP) appointed a parliamentary committee to investigate the spread of misinformation and deliberate falsehoods online. In its report later that year, the committee found that proliferation of online falsehoods posed a growing threat to social cohesion, public confidence in government institutions, democracy and national sovereignty. The report proposed a new multi-pronged offensive, focusing on the roles of journalists, fact checkers, technology companies, the Government and citizens. Among its proposals was public education to help Singaporeans identify misinformation; training of journalists to enhance quality and accuracy; and further regulation of technology companies.

But arguably the most consequential proposal was for new mechanisms to enable swift government intervention to provide the necessary “scope, speed and adaptability” to combat the problem. This led to the introduction in April 2019 of the Protection from Online Falsehoods and Manipulation Act (POFMA), providing sweeping new powers to ministers to call out instances of falsehoods and to prosecute those responsible — including the technology companies that host alleged breaches. POFMA quickly superseded other laws as the Government’s primary tool in the war against online falsehoods. At the same time, detractors claim it also became a new and highly effective weapon to silence critics, suppress freedom of speech, and further entrench government power.

In this chapter, we look at the evolution of the Government’s approach to online misinformation over the past decade, culminating in the enactment of POFMA, and how the Government’s approach fits in with Singapore’s unique historical, demographic and cultural characteristics. A timeline of the implementation of “fake news” laws and policies is tabled at the conclusion of the chapter (Table 2.1).

Background and context

As a city-state located in the heart of Southeast Asia, Singapore has a relatively small population of around 5.7 million, comprising diverse cultures and ethnicities. Its multi-racial and multi-faith demography is central to Singapore’s identity — and to the policy approaches of the ruling party, which has been in power continuously since 1959.

The importance of maintaining social cohesion amid Singapore’s “fragile racial and religious harmony” is often invoked by politicians when introducing and justifying new laws — especially those that establish more intrusive governmental powers. This theme has been continued when it comes to measures to tackle online misinformation.

The PAP’s continuous hold on power for more than six decades has been marked by a combination of authoritarian and paternalistic themes, with frequent allusions to “the public interest” being used to justify government determinations — both in public statements and the text of legislation. Hence, restrictive anti-misinformation measures, including POFMA, have been accompanied by references to “right things” and “what is in the public interest,” as determined by the Government.

---
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The Government’s approach to tackling misinformation

Since its introduction in 2019, the Protection from Online Falsehoods and Manipulation Act (POFMA) has been the primary tool employed by Singapore’s Government in the fight against online misinformation. The Government has used the law’s extensive coercive powers to force the removal or amendment of online content it deems to be false or misleading – including multiple instances of false content about COVID-19.

Controversially, the Government has also frequently targeted online political content, drawing accusations from rival politicians, journalists, academics and technology companies that it is using the Act as a weapon not just against misinformation but to silence political opponents and further restrict freedom of speech and the media.7

In this respect its approach has parallels with that of the Indonesian Government, which has also been accused of using anti-misinformation laws to silence its political opponents in the lead-up to national elections. As in Indonesia, the Government of Singapore has also cited the need to maintain harmony between the nation’s diverse ethnic groups as justification for a heavy-handed approach to online misinformation. And in Singapore, as in Indonesia, critics have highlighted the inherent conflicts of interest in laws that give the Government extensive powers and discretion to decide what constitutes misinformation.8

Another notable element of the Singapore Government’s approach to online misinformation, including since the advent of POFMA, has been an emphasis on the need for speed in responding to and prosecuting cases. The imperative was described by one parliamentarian in these terms: “A lie can travel halfway around the world while the truth is still putting on its shoes.”9

A potential casualty of the high-speed approach, however, can be fairness – and the judiciary’s ability to adequately adjudicate the merits of each case.

Laws and regulations

Controversy surrounding the Singapore Government’s approach to tackling online falsehoods and misinformation long pre-dates the introduction of POFMA. Several other laws and regulations have been utilised over the past decade or so – and continue to be used – to clamp down on alleged online misinformation and other activities deemed by the Government to be against the public interest. And controversy has often followed.

Sedition Act

The Sedition Act 1948 has been used a number of times to prosecute the authors of online statements to which the Government has objected. Critics say the absence of a definition of sedition in the law10 leaves wide scope for people to be accused of inciting contempt of the Government or ill-will among the citizenry under the Sedition Act, even when they have claimed a defence of truth.11 An example of this was the charging of cartoonist Leslie Chew with sedition in 2013 for cartoons published on a Facebook page about a fictitious country, “Demon-cratic Singapore.” The site makes clear that all characters, parties, etc. are fictional. He was charged with sedition because of two cartoons, one about race, claiming that Singapore’s “Malay population was declining” – something he asserted was “a fact.”12

In another recent case, the Government pursued charges against The Real Singapore, an independent online news site that came under scrutiny for publishing alleged falsehoods relating to ethnic groups in Singapore. The case centred on an article about an alleged dispute between a Filipino family and members of the Tamil community. The news site was judged to have published “deliberately fabricated articles”13 that

---
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undermined national harmony— a common justification for Sedition Act prosecutions. The site was shut down, and its editors jailed for 8-10 months.

Online News Licensing Scheme

The 2013 Online News Licensing Scheme, which extends content standards established under the Broadcasting Act and Internet Code of Practice, has also been used against perceived online falsehoods. Under the framework, news sites meeting certain criteria—such as having at least 50,000 unique Singaporean visitors each month—are required to pay $550,000 annually for a licence, and can be ordered to remove prohibited content within 24 hours, or be shut down. Licensed websites are banned from receiving financial support from foreign sources. In response to concerns the framework would constrain individuals' freedom of speech online, the Government stated that personal blogs would not be covered “so long as they do not morph into news sites.”

Like other laws and measures, the licensing framework does not provide specific definitions of fake news or misinformation. However, the Government has drawn on familiar themes to justify its use. At the time of its introduction, the Minister for Communications and Information said the new rules aim to “to protect the interest of the ordinary Singaporean and to make sure they read the right things.” One of its stated purposes is to prohibit “content that undermines racial or religious harmony.” This aim was invoked against The Real Singapore for an alleged breach of content standards, leading to its shutdown order concurrently with its prosecution under the Sedition Act (see above).

Critics have claimed that the new licencing framework was established in response to the PAP’s historically poor election result in 2011, which was attributed in part to the increasing prominence of online news and blogs.

Defamation Act

The Defamation Act, covering slander, libel and other falsehoods, has been “the Government’s most powerful non-criminal ‘weapon’ against its opponents, according to the international organisation Human Rights Watch.” It claims the law has been used to sue, bankrupt and intimidate government critics. Damages owed by those found guilty of defaming the Government have been as high as $150,000, and criminal defamation charges can lead to jail time of up to two years.

The large penalties under the Defamation Act are claimed to have served as a highly effective deterrent against speaking ill of the Government.

Protection from Harassment Act

The Protection from Harassment Act (POHA), introduced in 2014, outlaws and provides remedies against various actions, including “civil remedies related… to false statements of fact.”

Section 15 of the Act allows individuals to apply for court orders against false statements published about them. An attempt by the Government to use the Act against critical reporting of a ministry was disallowed by the High Court on the grounds that the
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Government is not a person, and that the reporting was not false.\textsuperscript{42} This helped set the scene for POFMA a few years later, with the Ministry of Law stating in response to the High Court’s POHA ruling: “The Government will study the judgment, and consider what further steps it should take to correct the deliberate spreading of falsehoods.”\textsuperscript{43}

Under amendments passed in 2020, entities including companies can now use POHA to obtain remedies against online falsehoods including stop, correction and disabling orders,\textsuperscript{44} similar to remedies available under POFMA. The Government and its agencies — to the dismay of critics — remain exempt from prosecution under the law.\textsuperscript{45}

**Protection from Online Falsehoods and Manipulation Act (POFMA)**

POFMA is the primary legislative instrument now used by the Singapore Government to tackle online falsehoods. The Act, which became law in 2019, incorporates and significantly expands upon some previous legislative measures, and is the first law created specifically to target the issue.

It bestows extensive powers on the Government and its ministers. Under Part 3, any minister can declare information to be “false or misleading” and force its publisher to apply a correction notice or remove the material.\textsuperscript{46} Ministers can use this power if they believe publication of the statement is against the “public interest.”\textsuperscript{46} Both criteria, the charge of “false and misleading” and “against the public interest,” must be met. Under Part 4, ministers can order internet intermediaries (such as social media platforms and internet service providers) to remove a false article of information from their web locations.\textsuperscript{46} And Part 5 allows ministers to instruct internet intermediaries to block access to declared online locations if they have received at least three POFMA orders.\textsuperscript{46} This can be three pieces of content that are subject to the same order; it does not necessarily need to be three separate orders.\textsuperscript{50} The Act defines a “statement of fact” as “a statement which a reasonable person seeing, hearing or otherwise perceiving it would consider to be a representation of fact.”\textsuperscript{51} A statement is deemed to be false “if it is false or misleading, whether wholly or in part, and whether on its own or in the context in which it appears.”\textsuperscript{52}

Controversially, however, the Act does not seek to define “misleading.” Penalties for breaches of the Act are significant. Individuals face fines of up to S$50,000 and/or jail terms of up to five years. Non-individuals (such as internet companies) face up to S$1 million in fines plus S$100,000 per day of non-compliance per section 27 of POFMA. These penalties also apply to fake online accounts or bots being used to spread online falsehoods.\textsuperscript{53} Internet companies that decline to disable access to locations of false statements face fines of up to S$20,000 per day up to a total of S$500,000.\textsuperscript{54}

Legal experts have suggested that POFMA allows the Government to effectively force internet intermediaries to track their users’ viewing habits and keep records of this information,\textsuperscript{55} adding to concerns about privacy on the internet.\textsuperscript{55}
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The use of POFMA

Critics of the Government

The first use of POFMA came in November 2019 in the form of a correction order against Progress Singapore Party member Brad Bowyer, in response to a Facebook post implying government control of investments by government-linked companies. The Minister of Finance said the post was false and "undermines public trust in government." Since then, the law has been used multiple times against outspoken critics of the Government, including New Naratif and Lawyers for Liberty (LFL – a Malaysian NGO), which posted allegations that the Singapore Prisons Service committed human rights abuses during executions. LFL refused to obey a POFMA order "a correction direction" to juxtapose the alleged falsehoods with "the facts" according to the government. This refusal prompted the Government to block access to its website.

Khairulanwar Zaini found that "most of these orders have been directed at opposition politicians or anti-establishment critics." According to the online website POFMA’ed, which regularly reports about uses of POFMA orders, 31 out of 71 POFMA orders relate to ruling party critic Alex Tan and his various webpages. See Box 2.1.

Box 2.1 Alex Tan Case Study

Alex Tan is a Singapore-Australian blogger and former opposition candidate who is an outspoken critic of the Singaporean government. He has lived in Australia in recent years yet maintained a consistent online presence in Singapore, writing at one time or another for several websites including The Real Singapore, which was forced to shut down by the Singapore Media Development Authority.

Central to why he has written for so many online publications is that the Singaporean government has been active in closing them – and their associated Facebook pages. In response, Tan has repeatedly started a "new page from zero", as he puts it. As of July 2020, he has been implicated in more POFMA orders than anyone else with 31 of 71 total orders, 14 of which have been issued to him directly. These include orders for false information relating to misquotes of government ministers, the availability of face masks, COVID-19 outbreaks and arrests and POFMA criticism. While he contends that he has "achieved what I intended which is exposing the hypocrisy of the Singaporean government", others observe that his websites are "known more for the vehemence rather than the accuracy of [their] frequent diatribes against the PAP government." His websites have been labelled "very anti-government in rhetoric", with "no fact checking – they clearly make up stuff." The PAP argue that Tan has "repeatedly conveyed falsehoods and not complied with any of the POFMA directions".

The POFMA orders targeting Tan include correction direction orders, orders for Facebook to disable access to his various pages, and deeming his Facebook pages a 'Declared Online Location'. Tan is the first to receive a DOL. Under a DOL, Tan’s Facebook pages are required to declare themselves as such, notifying visitors of their "history of communicating falsehoods." Tan is also not able to derive financial benefit from these pages.

As a result of these disabling measures, Tan’s once substantial Facebook followership of almost 60,000 has dwindled to about 3000. Tan is based in Australia and his capacity to ignore POFMA orders arguably demonstrates POFMA’s inability to counter claims of foreign disinformation.

Nonetheless, Tan’s case shows what tools the government has at its disposal to combat alleged misinformation. First, to demand that citizens adhere to its correction and takedown orders and, failing that, to demand that the online platforms respond. Facebook was compelled to comply with the Government’s demand to revoke local access to Tan’s website, despite voicing concern for the precedent POFMA sets about limiting freedom of expression in Singapore.

---
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Independent media have been the target of 33 out of 71 POFMA orders. Apart from Tan, who is included in this category, other independent media operators to have faced POFMA orders include Kirsten Han and PJ Thum as well as The Online Citizen, AB-TC City News and The Independent Singapore. Singapore Press Holdings (SPH), which owns The Straits Times, is a publicly listed company and it has also been issued a POFMA order, however this related to a post made by an anonymous user on its “HardwareZone” Forum and not the company itself. Channel NewsAsia, belonging to the state-owned Temasek Holdings’ Mediacorp, also received a POFMA order during the 2020 election.

POFMAed data also reveals that 34 orders have targeted political groups or figures (including Alex Tan). Of the 27 cases giving rise to the 71 POFMA orders, 20 involved statements about the Government, one of its agencies or a government-linked company. The three cases that did not involve criticism of the Government all related to false COVID-19 reports. One digital platform expert contrasted the figures with the expert contrasted the figures with the Government’s assurances that “they would stay away from opinions and political speech.”

Appeals process

Concerns over the effectiveness of POFMA’s appeal mechanisms have been underlined by two recent cases (detailed below) in which judges disagreed over interpretations of the law.72 In January 2020, the Singapore Democratic Party was charged with communicating false statements about growing local retrenchments. A High Court judge dismissed the SDP’s appeal against the charge on the grounds that the statements were false “in the face of statistical evidence against them” – which the SDP did not challenge.73 In his ruling, the judge said the burden of proof was on the Government to prove the falsity of information.

In a separate appeal in February 2020, The Online Citizen (TOC) was charged with communicating false statements from a press release by Lawyers For Liberty alleging abuses during executions by the Singapore Prisons Service. TOC’s appeal failed on the grounds that the initial statement was not held to be true.74 In this case, however, in direct contrast to the SDP case, the judges determined that the burden of proof fell on TOC.75 The Court of Appeal is set to resolve this matter shortly.

Despite claims of its efficiency, the appeals process has also been criticized for its combative nature, and for the high cost to litigants.76 Contested POFMA orders remain in effect during the appeals process, confirming initial concerns that the law “effectively reverses the traditional presumption that an accused is innocent until proven guilty.”77

Elections

One of POFMA’s most controversial aspects is that, through built-in delays in the appeals process, the Government has effective power to silence critics during election campaigns – which last for a minimum of nine days. During elections, powers to exercise POFMA passes to the civil service. The first point of appeal against a POFMA order is the relevant Minister and then, if that fails, the High Court. But the best appellants can hope for is to have their case heard as early as nine days after a challenge is first brought.78 In other words, barring a change of heart from the Minister, a POFMA order applies for at least nine days – the same period for which conventionally politicians campaign in general elections.79 Hence, information can theoretically be blanketed under a POFMA order for the entirety of the election period.

Data on the use of POFMA during the July 2020 election campaign shows an unusually high incidence of orders against political opponents of the Government. Of 18 POFMA orders issued during the campaign period, 12 (67 per cent) targeted opposition political statements, including five against websites that had posted claims by the leader of the SDP. In 55 previous uses of POFMA, only about 20 per cent fitted the same criteria.

POFMA has also had a controversial impact on online political advertising, with a provision requiring internet intermediaries to keep records of all online political advertisements, prompting Google to remove such content altogether in Singapore.80 One critic claimed this showed the provision may “worsen the asymmetric playing field between the incumbent party and the Opposition.”

COVID-19

A high proportion of POFMA orders have involved allegedly false or misleading statements about COVID-19 (35 out of 71 orders up to 11 July 2020). Data from the watchdog website POFMAed shows many of these cases concern claims critical of Singapore’s handling of the crisis, as well as alleged falsehoods relating to certain groups in society, including migrant workers.81 The potentially life-threatening spread of misinformation during the pandemic has allowed the Government to claim vindication for its introduction of stringent misinformation laws.82
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Despite its vocal opposition to POFMA, the Workers’ Party has not yet been subjected to it. It is not entirely clear why the WP has escaped sanction but it may be due to its leader Pritam Singh’s public commentary about open society when he said: “we believe that the national discourse should be conducted on the basis of objective facts.” While there is still “a lot of room for opinion,” he said public commentators risked the charge of falsity under POFMA as it currently exists. Another possible explanation for the lack of POFMA orders against the WP is that the PAP has other, softer means of censure. This was evident prior to the 2020 election when prominent members of the PAP questioned Singh and his party’s loyalty to Singapore. During the election campaign, a police investigation sanctioned by the Attorney-General’s office was opened into two Facebook posts published by a WP candidate, said to promote racial and religious enmity. One of the posts was more than two years old. Why the PAP has not used POFMA against the WP (but does so against smaller opposition parties) may be to avoid giving too much attention to its leading opposition, whose popularity reached new heights during the 2020 election.

Critics have focused on ambiguities in the Act including its lack of differentiation between facts and opinions, the potential conflation of public interest with political gain, and the lack of a definition for “misleading.” The ambiguities have caused uncertainty among Singaporeans about what they can and can’t post, and fear that the door is wide open for the abuse of anti-misinformation laws for political purposes.

Several Nominated MPs – non-partisan members appointed by the President – offered less strident assessments, neither fully opposing nor fully supporting POFMA. Three Nominated MPs proposed amendments to ensure that opinion, satire and other forms of non-factual commentary were excluded.

Law and Home Affairs Minister Kasiviswanathan Shanmugam known as K Shanmugam, who led the Government’s side of the POFMA debate, dismissed the criticisms, arguing the law narrowed rather than widened government powers, and that it provided “greater judicial oversight.” He also questioned the notion of universal free speech before POFMA was enacted, stating: “There’s been no engagement on the key issue on why there should be free speech in this area. What speech are you protecting? Why are these things entitled to free speech?”
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Media, academic, digital platforms and civic groups

POFMA has attracted widespread commentary and criticism in Singapore, much of it in line with the main objections raised by opposition MPs. Journalists and civil rights groups fear the Government’s increased powers may go unchecked.106 Some have cited the broad and opaque definitions of breaches, and the potential for any form of government criticism to be judged false or misleading in service to the “public interest,”107 with intimidation of independent media and government critics resulting.108

The exemption of the Government and its agencies from prosecution under POFMA109 has, according to some commentators, created a “two-tiered” society in which the Government and its allies “can spread falsehoods with impunity” while its critics are heavily policed.110 This highlights the Government’s conflicted position as an arbiter of the Bill.

Critics pointed out ambiguities in the law, with distinctions between facts and opinions, satire and other forms of commentary blurred.111 This could leave a journalist with a different interpretation of facts to the Government vulnerable to prosecution under POFMA. Others have attacked POFMA more broadly as inherently anti-democratic and a threat to freedom of speech and freedom of the media. Media professionals and human rights organisations expressed concern over the “chilling effect” that stringent policing of speech could elicit.112 POFMA orders, they argued, would discourage public discourse,113 drive news organisations to withhold important stories,114 and ultimately result in self-censorship.115

Some have predicted that, given Singapore’s international reputation as an “efficient, highly-respected government,” its regulatory approach to fake news may legitimise the introduction of similar laws in neighbouring countries.116

While there is general acknowledgment of the need for action against online misinformation, alternative strategies are proposed.117 Journalist Kirsten Han argued the Government’s successful response to COVID-19 “demonstrated that there are many ways we can communicate, interact, and build trust in the system without resorting to POFMA.”118 Others suggested improving the public’s media literacy, which would allow citizens to discern falsehoods themselves,119 and having independent bodies to adjudicate POFMA cases.120

Global digital technology companies with Asia-Pacific headquarters in Singapore have also expressed concern about POFMA’s impact on freedom of speech and innovation. Facebook cited the broadening of Singapore’s powers to “compel us to remove content they deem to be false.”121 Google expressed broader fears for “innovation and growth of the digital information ecosystem,”122 while Twitter raised concerns about freedom of expression and regulatory overreach.123

Human rights groups and NGOs have argued for more media literacy, rather than more restrictions. Some have questioned the Government’s motives with POFMA, and advocated for greater powers of arbitration to be conferred on the courts.

Academics fear that POFMA will have a detrimental impact on academic discourse and research in Singapore. The advocacy group Academics Against Disinformation stated that the new restrictions may “compromise Singapore’s notable efforts to develop itself into an internationally-recognised hub for excellence in higher education.”124 They also feared the law would be emulated in other countries. The group also questioned the implicit notion in the law that statements could always be objectively determined as false or misleading,125 saying interpretations of even generally agreed upon “facts” may vary greatly.126
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Others criticised the lack of academic consultation before the law was enacted, and the Government “surreptitiously setting norms on what is appropriate and inappropriate academic work.”\(^\text{127}\)

However, some academics have defended POFMA. Wei Yao and Kenny Chng\(^\text{128}\) echoed Minister Shanmugam’s doubts about the inherent sanctity of free speech. Others defended the Government’s central role in tackling falsehoods, saying courts were too slow, and that relying on internet companies would be less democratic and less accountable than relying on the Government.\(^\text{129}\)

Ong\(^\text{130}\) defended the lack of definition of “misleading” in POFMA as necessary, saying it prevented the law “being evaded through selective statements of facts that are individually true but collectively paint a false picture.”\(^\text{131}\) Ong argued that the judiciary had historically acted as an effective check on the Government’s power. Similarly, Howe concluded that judicial oversight of the Act was “indeed, adequate.”\(^\text{132}\)

Professor of Journalism Cherian George questioned the courts’ capacity under the existing structure of the law to keep the Government accountable, saying the interference of courts in “the executive’s assessment of what the public interest requires” was frowned upon in Singapore.\(^\text{133}\) He proposed explicit amendments ensuring judicial review powers.\(^\text{134}\)

Howard and Terence Lee observed how the appearance of public debate in the lead-up to the enactment of POFMA established its legal and public legitimacy.\(^\text{135}\) This careful and limited “incorporation of democratic elements” into the law-making process also legitimised the PAP’s right to govern.\(^\text{136}\) By establishing an “us versus them” dynamic during the law-making process,\(^\text{137}\) they believed the Government had sought to portray POFMA’s detractors as being against the interests of the country.

### International reactions

International human rights groups have criticised POFMA as a threat to free speech. The International Commission of Jurists assailed the law’s judicial review mechanism,\(^\text{138}\) while Amnesty International argued the PAP’s legislated role as the arbiter of falsehoods would stifle the voices of its critics.\(^\text{139}\) The United Nations Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression also took issue with POFMA’s legal appeals process, saying it reversed the presumption of innocence until proven guilty.\(^\text{140}\)

However, POFMA is also being considered as a model for tackling online misinformation in other countries. Nigeria is considering an almost identically named “Protection from Internet Falsehood and Manipulation Bill 2019.” One of its key Senate promoters named Singapore as an inspiration for the Nigerian legislation.\(^\text{141}\)
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Timeline of Singapore’s “fake news” laws and policies

Table 2.1: Timeline of various laws and regulations implemented in Singapore

<table>
<thead>
<tr>
<th>Year</th>
<th>Legislation/Policy Development/Initiative</th>
</tr>
</thead>
<tbody>
<tr>
<td>1963</td>
<td>Malaysia’s Sedition Ordinance 1948 is extended to Singapore upon joining the Federation of Malaysia.</td>
</tr>
<tr>
<td>1965</td>
<td>Singapore maintains sedition legislation upon gaining independence from Malaysia. Defamation Act is enacted.</td>
</tr>
<tr>
<td>1985</td>
<td>Current version of Sedition Act is enacted.</td>
</tr>
<tr>
<td>1997</td>
<td>Within the Broadcasting Act, the Internet Code of Practice comes into effect. It outlines responsibilities for internet service and content providers to ensure content standards are in line with the public interest, decency, and national harmony. 143</td>
</tr>
<tr>
<td>2013</td>
<td>Online News Licencing Scheme is established, under the Broadcasting Act.</td>
</tr>
<tr>
<td>2014</td>
<td>Defamation Act is revised. Protection from Harassment Act commences.</td>
</tr>
<tr>
<td>2018</td>
<td>[January] Singaporean government tables its green paper, Deliberate Online Falsehoods: Challenges and Implications, which establishes a Select Committee to investigate online falsehoods. A call for public submissions to the committee also goes out. 144 [March] Singapore government conducts public hearings over eight days, inviting advocacy groups, tech companies such as Facebook and Twitter, among others to air their views about deliberate online falsehoods 145 [September] Select Committee presents its report on online falsehoods to parliament.</td>
</tr>
<tr>
<td>2019</td>
<td>[January] Ministry of Culture, Community and Youth launches seminar module, Combating Fake News. 146 It aims to educate religious and community groups on fake news and how to detect it. [April] POHA amendments, which include the establishment of a specialist court, protections against “doxing,” and strengthened protections for victims of harassment and falsehoods, are tabled to parliament 147 [May] Protection from Online Falsehoods and Manipulation Act (POFMA) is passed in parliament, 72 in favour to 9 against. [October] POFMA comes into force in Singapore. [November] First use of POFMA. It is against Progress Singapore Party member Brad Bowyer.</td>
</tr>
<tr>
<td>2020</td>
<td>POHA amendments come into force, extending access to the law’s use from individuals to companies.</td>
</tr>
</tbody>
</table>

Source: Authors
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Conclusion

As noted in the introduction, Singapore’s unique demographic and political structure has strongly influenced its approach to tackling online misinformation, as with so many other issues in the past. A culturally and ethnically diverse population, while part of the national identity, is also viewed by policymakers as a potential point of instability, prompting strict regulatory and legislative measures such as POFMA.

Evidence that the Government has used POFMA as an effective tool to silence political opponents and suppress media freedom should not come as a surprise to students of Singaporean history who can recall how former leader Lee Kuan Yew once held that freedom of the press must be "subordinate to the primacy of purpose of an elected government."148 And any notion that a Government might be deterred from abusing its power for fear of an electoral backlash149 would not appear to apply in Singapore, rated as "partly free" with a democracy score of 50 out of 100,150 enabling the PAP Government to reign over the island state since 1959.
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The European Union: Approaches to online misinformation and disinformation
Introduction

This chapter examines the European Union’s approach to tackling online misinformation and disinformation – including the development and performance of the EU’s Code of Practice on Disinformation, established in September 2018.

As a first-of-its-kind, voluntary agreement between the European Commission, digital platforms and advertising groups, the Code has proved to be an influential example of self-regulation internationally, and is considered by many as the current benchmark for action on misinformation and disinformation.

This chapter investigates EU and independent assessments of the Code over its first two years of operation, demonstrating that while considerable progress has been achieved, much more is required to sufficiently combat the problem. Actions taken against misinformation and disinformation in individual EU member states are also documented. A timeline summarising Europe’s major laws and policies addressing this pernicious problem is provided at the end of the chapter. Full details of the different regulations and laws are available in Appendix C.

Background and context

In March 2015, in one of the first major European initiatives to counter online falsehoods, the European Council, citing Russia’s sustained disinformation campaigns, proposed an Action Plan on Strategic Communication.1 This led to the creation of EUvsDisinfo, a website set up to identify and counter Russia’s ongoing disinformation campaigns.2

In April 2018 the European Commission released Tackling Online Disinformation: A European Approach, which became the central document for further actions in the field.3 It stated that the main threat was disinformation, not ‘fake news’ or misinformation.4

The report defined disinformation as “verifiably false or misleading information that is created, presented and disseminated for economic gain or to intentionally deceive the public, and may cause public harm.”5 Public harm may include “threats to democratic political and policymaking processes” or “EU citizens’ health, the environment or security.”6 Excluded from the definition were “reporting errors, satire and parody, or clearly identified partisan news and commentary.”7

The report enshrined four overarching principles for online communication: transparency, credibility of information, diversity of information and inclusive cooperation.8 Its focus was on online platforms; fact checking; online accountability; election integrity; media literacy; quality journalism; and strategic communication. However, the most important aspect of the report was a commitment by the Commission to support the development of a voluntary Code of Practice.9 It called on digital platforms to participate in the Code and forecast its establishment by 2018.

The EU outlined fundamental requirements be met in its war on disinformation. Foremost was the need to balance the fundamental right to freedom of expression with the right of the public to be properly informed.10 Disinformation impaired freedom of expression, yet state actors had an obligation to refrain from censorship, since legal content even when harmful was generally protected under freedom of expression principles.11 A focus on responsible behaviour in conveying information to end users, a pluralistic media policy that increased exposure of diverse content, and the empowerment of online consumers through media literacy initiatives was prioritised.12
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The EU Code of Practice

In September 2018 the Code of Practice was voluntarily agreed to by 13 signatories, including Facebook, Twitter, Google and Mozilla. Microsoft signed up to the Code in 2019 and TikTok in June 2020.12

The Code is based on five pillars setting out actions relating to:
- Scrutiny of ad placements
- Political advertising and issue-based advertising
- Integrity of services (which largely concerns inauthentic and manipulative activity)
- Empowering consumers
- Empowering the research community13

EU agencies urged the Commission to take further regulatory action if measures against disinformation and other elements of the Code were not implemented quickly or satisfactorily.14 Appraisals of the Code by the Commission itself and relevant stakeholders are discussed shortly.

Action Plan against Disinformation

Soon after the establishment of the Code, the Commission released its Action Plan against Disinformation in December 2018.15 It outlined the Commission’s commitments to monitoring the Code and also earmarked the European Regulators Group for Audiovisual Media Services (ERGA) to provide additional monitoring services.16

The Action Plan focused on improving the capabilities of EU institutions to:
- Detect and analyse disinformation
- Coordinate joint responses to disinformation
- Mobilise the private sector to tackle disinformation
- Improve societal awareness and resilience.17

The Commission would seek to train journalists in better quality media practices18 and, as part of Media Literacy Week (March 2019), support cross-border cooperation among media literacy practitioners.19

It also committed to establishing a European network of independent fact checkers with investment in new technologies for content verification.20 The Social Observatory for Disinformation and Media Analysis (SOMA) was launched to enable networking and knowledge exchange between independent fact checkers.21

---

18 Ibid., 11.
19 Ibid., 9.
20 Ibid., 11.
Assessments of the Code

Since its implementation in September 2018, the code’s performance has been assessed by the Commission and various independent consultants.

Post-2019 EU elections

The European parliamentary elections in May 2019 were identified in the Action Plan against Disinformation as a critical test of the code’s capacity to protect and ensure transparency around Europe’s democratic processes. To this end, the Commission observed that the Code helped “increase transparency of platforms’ policies on disinformation, and establishing “a framework for structured dialogue to monitor, improve and effectively implement those policies.” Signatories’ reports demonstrated their “comprehensive efforts” to meet the commitments of the Code, such as granting insights into their actions against coordinated inauthentic behaviour. Nonetheless, in keeping with its monitoring responsibilities, the Commission focused on areas requiring immediate improvement.

The Commission surmised that efforts to empower users and the research community lagged behind measures to improve scrutiny of ad placement, political and issue-based advertising and integrity of services. It called on platforms to facilitate better relationships with relevant stakeholders such as researchers, fact checkers and the media. In particular, platforms’ reticent and “episodic” data sharing was said to hamper independent research and fact checking efforts. This underdeveloped cooperation meant the potential to identify "persistent or egregious purveyors of disinformation" was not being fulfilled. The implementation of ad scrutiny and brand safety measures was also hampered by signatories’ lack of coordination with these stakeholders.

While user empowerment initiatives, such as media literacy campaigns and training, had improved before the Code’s inception, the Commission experienced difficulty in measuring their impact and efficacy. Again, platforms’ inadequate reporting was identified as a central cause. The absence of specificity in the information shared by platforms made it hard for the Commission to measure "malicious behaviour specifically targeting the EU and the progress achieved by the platforms to counter such behaviour."

First annual self-assessment reports

In October 2019, Code signatories tabled their first annual self-assessment reports, from which the Commission provided a summary and analysis. The Commission championed the Code for increasing transparency of platforms’ policies on disinformation, and establishing “a framework for structured dialogue to monitor, improve and effectively implement those policies.” Signatories’ reports demonstrated their “comprehensive efforts” to meet the commitments of the Code, such as granting insights into their actions against coordinated inauthentic behaviour. Nonetheless, in keeping with its monitoring responsibilities, the Commission focused on areas requiring immediate improvement.

The Commission surmised that efforts to empower users and the research community lagged behind measures to improve scrutiny of ad placement, political and issue-based advertising and integrity of services. It called on platforms to facilitate better relationships with relevant stakeholders such as researchers, fact checkers and the media. In particular, platforms’ reticent and “episodic” data sharing was said to hamper independent research and fact checking efforts. This underdeveloped cooperation meant the potential to identify "persistent or egregious purveyors of disinformation" was not being fulfilled. The implementation of ad scrutiny and brand safety measures was also hampered by signatories’ lack of coordination with these stakeholders.

While user empowerment initiatives, such as media literacy campaigns and training, had improved before the Code’s inception, the Commission experienced difficulty in measuring their impact and efficacy. Again, platforms’ inadequate reporting was identified as a central cause. The absence of specificity in the information shared by platforms made it hard for the Commission to measure "malicious behaviour specifically targeting the EU and the progress achieved by the platforms to counter such behaviour."

Other issues noted in the Commission’s analysis concerned the accuracy of signatories’ political ad labelling and the modest interest in the Code from the digital and advertising industries.

ERGA: Assessment of the Implementation of the Code of Practice

ERGA’s May 2020 assessment of the Code shared many of the Commission’s concerns. It found signatories’ self-assessment reports lacked sufficient data, which was a particular problem in regard to strengthening political advertising, ad placement and integrity of services measures. Limited access to and transparency of data hindered independent investigations of the code’s performance and prevented adequate evaluation of the code’s impact by the EU and member states. Unlike the Commission, ERGA lamented the “limited” number of signatories, arguing that “significant” actors such as private messaging platforms WhatsApp and Messenger were “missing.”

ERGA raised some other issues with the code’s performance over its first year. It found the measures of the Code “too general in terms of content and structure”, with “a lack of uniformity in the procedures (and the definitions) adopted by the different platforms.” As a result, ERGA encouraged signatories to strive for greater consistency and specificity in their definitions and measures, including in the way they respond to fact-checked news.

ERGA also found media literacy initiatives had been “conducted in a scattered manner.”
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ERGA’s primary recommendation was to shift the code’s approach towards co-regulation, since the current self-regulatory model exhibited various compliance issues.  While the specifics of such an approach were not outlined, ERGA supports the implementation of more stringent reporting obligations and “the introduction of a formal backstop mechanism to deliver the required monitoring and enforcement elements.”  Hence, ERGA is in favour of empowering the Commission and national regulatory authorities to more effectively hold platforms accountable to deliver on their commitments.

**Independent consultation**

The Commission appointed consultancy firm Valdani, Vicari and Associates to conduct an independent review of the policies and performance of signatories under the Code.  Released in May 2020, the review stated that the code’s regular monitoring framework fostered greater transparency of social media platforms during elections and other political campaigns. In line with previous assessments, it said pillars 1-3 had “produced a more positive change” than pillars 4 and 5.  

For pillar 4 (empowering users), while it was reported that the Code had contributed to improving consumers’ awareness of disinformation, better reporting on the results of platforms’ tools and actions was needed. 

For pillar 5 (empowering the research community), while social media platforms were said to have increased collaboration with researchers and fact checkers, and improved their access to relevant data, the research community reported being unsatisfied with the responses from platforms in relation to data requests. Platforms’ concerns about user data privacy violations may have contributed to this reticence.  Effort was needed from both sides to improve the effectiveness of this relationship. 

The report also suggested refinement of the use of the terms disinformation and misinformation. It was argued a better understanding of intent may resolve the ambiguity of terminology and “improve the effectiveness of specific actions to combat specific behaviours”.

**Tackling COVID-19 disinformation**

In a June 2020 report, the Commission reviewed the COVID-19 “infodemic” and the various instruments working to combat coronavirus-related misinformation and disinformation. The Commission found that platforms had reported “adjustments to their policies to address the COVID-19 disinformation threat”, including promoting “accurate and authoritative information” from trusted sources such as the World Health Organisation and professional media outlets. Platforms demoted false and misleading content, limited suspicious ads and removed content deemed to have the potential to cause health and public harm.  

However, the Commission observed that platforms had failed to empower civil society actors, fact checkers and researchers – due largely to limited information sharing. The Commission said the crisis had further highlighted the need for greater transparency and accountability from platforms.  

The report outlined safeguards which the Commission expected platforms to implement to combat the COVID-19 infodemic.  The Commission vowed to monitor how platforms were tracking in this space on a monthly basis. 

Signatories have been asked to provide information regarding the promotion of authoritative content, their actions to improve users’ awareness, manipulative behaviour on their platforms, and advertising of COVID-19 disinformation on their platforms and third-party sites.  

In September 2020, the Commission released Code signatories’ first baseline reports on these COVID-19-related asks. The reports demonstrated signatories had increased access to and visibility of authoritative information.  Notably, however, the application of these measures was not uniform across the EU. In particular, platforms “did not detect coordinated disinformation operations with specific focus on COVID-19 run on their services.”  This finding suggests that misinformation and uncoordinated disinformation were more common manifestations of harmful content about COVID-19. Yet the Commission argued that misinformation did not necessarily require government intervention, since public literacy and fact checking could intervene. Disinformation, on the other hand, needed “to be addressed through other means, including actions taken by governments.”

In the second phase of the process, the Commission committed to provide monthly assessments of the effectiveness of these measures from August to December 2020.

**European Commission’s assessment of the Code of Practice**

The European Commission’s assessment of the Code in September 2020 to examine its initial 12 months of operation praised the establishment of a framework for dialogue between relevant stakeholders, monitoring, and greater transparency and accountability of platform operations. Improvements were noted under each “pillar.” Greater scrutiny of ad placements had
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Fighting Fake News: Technological tools that promote reliable information, improve access to a broad diversity of information sources and new disinformation flagging tools empowered users, while cooperation with fact checkers also enhanced users’ capacity to critically assess information. Some data sharing initiatives with researchers and fact checkers were also noted. Yet the central message of the Commission’s review was that signatories were still falling short of the code’s expectations. The Commission outlined four main issue areas:

- Inconsistent and incomplete application of the Code across platforms and Member States;
- Lack of uniform definitions;
- Gaps in the coverage of Code commitments;
- Other limitations intrinsic to the self-regulatory nature of the Code.

Incomplete and inconsistent application of the Code

User empowerment initiatives, while increasing during the COVID-19 crisis, were not deployed across all European countries and languages. No data was provided to measure their effectiveness in increasing user engagement with credible information, critical thinking and civic participation. User complaints mechanisms were found to be lacking uniformity and ease of accessibility across platforms – should they exist at all. The Commission found they were unable to conduct comparisons between platforms’ different fact checking measures, since measurable performance indicators were not provided.

Lack of uniform definitions

The lack of clarity and uniformity around definitions of the problem was identified as a significant issue in the Code. The COVID-19 “infodemic” emphasised the need to differentiate between different forms of false and misleading information and manipulative behaviour. Such that the Commission argued for greater incorporation of misinformation and “influence operations” in understandings of the wider problem.

Gaps in the coverage of Code commitments

The Commission argued that “the vagueness of the Code’s commitments... creates serious risks of incomplete action” against forms of inauthentic activity that might fall outside its scope, such as micro-targeting of political ads and fairness in political advertising online. Moreover, the absence of clear and measurable key performance indicators in the Code stymied objective measurements and comparisons between platforms. Meanwhile collaboration with independent fact checking initiatives fell short of the Commission’s expectations. Sufficient access to data and resources for fact checking and research activities as outlined in the Code had “not been achieved” and remained “episodic and arbitrary,” the Commission found.

Regarding actions targeting inauthentic behaviour and content, signatories did not provide accurate, relevant, location-specific data, meaning the Commission could not evaluate their effectiveness in the EU and its Member States. These measures were also found to focus too closely on foreign interference, with EU-based actors escaping due attention.

Issues with the voluntary model

The Commission acknowledged multiple inherent problems with the code’s voluntary model. First, it created “regulatory asymmetry”, where signatories were at a disadvantage to non-signatories since they must implement sometimes costly measures to fulfil their commitments. Further, malicious actors had the option of using non-signatory platforms to spread disinformation, which the Commission observed throughout the pandemic. Second, key actors in the disinformation space outside the Code, such as private messaging platforms and advertising groups, were under no obligation to become signatories.

Third, a voluntary model meant there were no mechanisms to ensure adequate independent oversight, cooperation with member state authorities, and compliance with Code commitments. Consequently, the sole sanction for non-compliance was expulsion from the Code – a penalty that somewhat optimistically depended on signatories’ aversion to reputational damage.

Finally, the Code did not have procedures to ensure that “fundamental rights”, such as freedom of speech, were upheld by signatories.

In sum, despite recognising the achievements of the Code, the Commission also acknowledged glaring deficiencies in its design, scope, terminology and practice. Signatories were strongly encouraged to escalate their efforts in addressing misinformation and disinformation as the EU reviewed its strategy.

56 Ibid
57 Ibid, 5
58 Ibid
59 Ibid, 6
60 Ibid, 7
61 Ibid
62 Ibid
63 European Commission, Assessment of the Code of Practice on Disinformation – Achievements and Areas for Further Improvement, 12.
64 The Commission defines influence operations as “information campaigns by third-country actors that employ false or misleading information in combination with manipulative online techniques to interfere in EU or Member State electoral or policy-making processes, where the intention to deceive the public may be presumed” (Ibid).
65 Ibid
66 Ibid, 14.
67 Ibid, 15.
68 Ibid, 11.
69 Ibid
70 Ibid, 9.
71 Ibid, 10.
72 Ibid, 17.
73 Ibid, 18.
74 Ibid
75 Ibid
76 Ibid, 19.
Reactions to the EU approach

Much of the public commentary surrounding the EU’s approach echoes the Commission’s evaluations.

Tasked by the Commission to assess the Code, a ‘Sounding Board’ comprising representatives from the media, civil society, fact checkers and academia argued the Code contained:

- No common approach, no clear and meaningful commitments, no measurable objectives or KPIs, hence no possibility to monitor process, and no compliance or enforcement tool: it is by no means self-regulation, and therefore the Platforms, despite their efforts, have not delivered a Code of Practice.77

Misinformation scholars found the scope and terminology of the Code lacked clarity.78 Leaving platforms to resolve these ambiguities presented a possible risk for freedom of expression.79 The code’s ill-defined terminology “indicates a lack of consensus among key stakeholders regarding the scope of the issue and therefore its potential solutions”.80 What actions had been undertaken so far were also characterised by unclear legal foundations and an unreliable political mandate.81

Some academics have argued for a mandatory co-regulatory model, with one calling it the “best imperfect” approach to tackling disinformation.82 Co-regulation would see the EU legislate the objectives of actions against disinformation, which digital platforms would then fulfil under the auspices of a Code developed in conjunction with civil society and the Commission.83 A similar model was endorsed elsewhere.84

Other notable critiques were that the EU’s approach lacked baseline reporting, had budgetary and institutional restraints and a lack of effective cooperation with member states, posing a significant problem for the integrity of elections.85

Recently, some member states have tabled their official judgement of the Code. In June 2020, Estonia, Lithuania, Slovakia and Latvia released a position paper which argued that the self-regulatory framework “is insufficient and unsuitable” to address online disinformation.86 In September 2020, the heads of state of France, Lithuania and Latvia published a joint statement that implored the Commission to push for more stringent measures, particularly concerning the protection of democratic elections.87 They called for more effective mechanisms enabling member states to identify and counter disruptive activity, and to ensure transparency and enforcement of Code measures. Consistent in both these critiques is the view that the Code has not gone far enough.

The digital platform experts interviewed for this study were largely ambivalent on suggestions that the EU approach might be the global standard for tackling misinformation and disinformation. One expert stated that the platform they worked for “would prefer” a European-style cross-platform and self-regulatory approach, rather than “more prescriptive” regulation as seen in countries such as Singapore.88
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While the Code of Practice is the central initiative aimed at tackling misinformation and disinformation, there are other programs the EU has established.

Rapid Alert System

Outlined in the Action Plan Against Disinformation, the Rapid Alert System was established in March 2019 and is a data and knowledge sharing network. It is used to connect disinformation experts across Europe and facilitate communication and strategic responses between governments.\(^{89}\) Despite its intentions, in practice the system is not often used by Member States. James Pamment ascribed this to “major differences in how Member States view the threat of disinformation” and “a lack of trust” between them.\(^{90}\) As such, issues around inadequate information sharing appear to afflict not only signatories’ efforts but also those of governments.

Media Literacy Initiatives

Other initiatives focus more directly upon public awareness. A November 2018 directive of the European Parliament and Council stated that Member States are required to promote and oversee the development of their citizens’ media literacy skills.\(^{91}\) Additionally, media service providers and video-sharing platforms are required to provide “for effective media literacy measures and tools and [to] raise users’ awareness of those measures and tools.”\(^{92}\)

New Laws

There are also several important parliamentary initiatives still to be released in 2020 by the EU. The European Democracy Action Plan closed public consultation in September. It aims to “ensure that citizens are able to participate in the democratic system through informed decision-making free from unlawful interference and manipulation.”\(^{93}\) In addition to disinformation, it will include measures on electoral integrity, media freedom and media pluralism. It has been said that it will build on the progress of the Action Plan and Code of Practice and help Europe determine next steps in its fight against disinformation.\(^{94}\)

Further, a Digital Education Act Plan was scheduled to be tabled in the EU in late 2020 that aims to facilitate digital literacy.\(^{95}\) A stated aim is to help people counter disinformation.

The Digital Services Act was also slated to be enacted late 2020. It aims to modernise the legal framework of Europe’s digital market. It is expected to provide new regulatory obligations on digital service providers so that platforms clearly outline their responsibilities to users.\(^{96}\) It is anticipated that new powers will address platform responses to online disinformation.\(^{97}\)
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Member States’ initiatives

Among Europe’s Member States, only Germany, France and Hungary have passed laws aimed at tackling disinformation and misinformation. Some states have implemented other non-legislative measures.

Germany

Germany introduced a 2018 law that bans online hate speech and requires social media platforms to remove or block "manifestly unlawful content" within 24 hours and "unlawful content" within seven days.98 The Network Enforcement Act, known commonly as 'NetzDG', covers social media platforms with over two million users. It mandates an accessible user complaint process with platforms to report biannually on their handling of user complaints regarding unlawful content.

NetzDG has had significant influence on other countries’ approach to regulation. A report published by Danish think tank Justitia found that among European countries, France, the United Kingdom, Russia and Belarus had all cited NetzDG in policy discussions.99 Beyond Europe, other nations had considered Germany’s approach, including Singapore and Australia. The law has come under criticism for perceived breaches of freedom of speech, and social media platforms have been observed premptively deleting "more content than necessary out of fear of incurring large fines."100

France

France passed its law against the manipulation of information in November 2018, which addresses false information disseminated on social media and media outlets influenced by foreign states.101 The law is specifically aimed at curbing misinformation and disinformation around elections. The law allows judges "to order the immediate removal of online articles" containing disinformation during the election campaign.102 Other measures enable the national broadcasting agency to suspend foreign television channels which "deliberately disseminate false information likely to affect the sincerity of the ballot," while online political campaigns are required to disclose their spend and financial backers.103 Breaches of the law could result in a one-year jail term or fine of €75,000. The law was considered an affront to liberty by critics,104 and was twice rejected in the Senate before the bill was passed. French opposition parties and journalist associations have criticized the law for curtailing press freedom and jeopardising pluralist debate necessary in a healthy democracy.105

Hungary

In response to the Coronavirus ‘infodemic’, Hungary passed new measures that enabled President Orbán to ‘rule by decree’, as some critics claimed.106 It allowed the Government to issue prison sentences to those caught intentionally spreading false information that could hamper the government’s response to the pandemic. The Bill’s opponents feared it could be misused to censor criticism of the government.107 While the Government rescinded its extraordinary powers in June,108 critics fear the legislation allows the Government to reinstate another state of emergency and its “rule by decree” as it sees fit under the pretence of fighting COVID-19.109

Others’ measures

Other Member States have implemented non-legislative measures to mitigate the spread of fake news. The Netherlands, in early 2019, launched an online campaign around fake news in the lead up to its elections.110 Finland has deployed fact checking organisation Faktabaari to teach professional fact checking techniques in Finnish schools.111 Spain employed members of the International Fact-Checking Network to monitor its 2019 elections.112 Since 2017, Italy has introduced media literacy into the school curriculum.113 In the lead up to the 2018
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elections, Italians were also able to report fake news directly to the police, leading to concerns about the undue interference of the state. In 2017, the Czech government established a monitoring unit that debunks misinformation and maintains a Twitter account informing the public of its actions. Some argue that these national-level efforts lead to stronger regulation of internet platforms and less reliance on protections traditionally provided by the European Union. Table 3.1 recaps the major initiatives to tackle fake news in Europe since 2015 when Russian disinformation campaigns in Europe triggered the first policy response to online disinformation.

Timeline of Europe’s “fake news” regulations and policies

Table 3.1: Timeline of various laws and regulations implemented in Europe

<table>
<thead>
<tr>
<th>Year</th>
<th>Legislation/Policy Development/Initiative</th>
<th>Jurisdiction</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>EEAS East StratCom Task Force’s Action Plan on Strategic Communication</td>
<td>EU</td>
</tr>
<tr>
<td>2016</td>
<td>Joint Framework on Countering Hybrid Threats is released</td>
<td>EU</td>
</tr>
<tr>
<td></td>
<td>Finland media literacy schooling curriculum introduced</td>
<td>Finland</td>
</tr>
<tr>
<td>2017</td>
<td>[June] Network Enforcement Act is passed by Bundestag</td>
<td>Germany</td>
</tr>
<tr>
<td>2018</td>
<td>[April] Tackling Online Disinformation: A European Approach</td>
<td>EU</td>
</tr>
<tr>
<td></td>
<td>[September] Code of Practice against Disinformation Observatory for Social Media Analysis (SOMA) is established</td>
<td>EU</td>
</tr>
<tr>
<td></td>
<td>[November] Law against the Manipulation of Information approved</td>
<td>France</td>
</tr>
<tr>
<td></td>
<td>[December] Action Plan against Disinformation</td>
<td>EU</td>
</tr>
<tr>
<td>2019</td>
<td>Netherlands online fake news awareness campaign</td>
<td>Netherlands</td>
</tr>
<tr>
<td></td>
<td>[March] European Media Literacy Week</td>
<td>EU</td>
</tr>
<tr>
<td></td>
<td>[June] European Commission reports on the performance of the Code concerning the May 2019 EU elections</td>
<td>EU</td>
</tr>
<tr>
<td></td>
<td>[October] First self-assessment reports tabled by signatories to EU Code of Practice</td>
<td>EU</td>
</tr>
<tr>
<td>2020</td>
<td>[March] Act XII of 2020 on the Containment of the Coronavirus enables the Government to imprison anyone found disseminating untrue or misrepresented facts</td>
<td>Hungary</td>
</tr>
<tr>
<td></td>
<td>[May] ERGA release assessment of first year of EU Code</td>
<td>EU</td>
</tr>
<tr>
<td></td>
<td>[May] Independent consultants VAA release assessment of first year of EU Code</td>
<td>Hungary</td>
</tr>
<tr>
<td></td>
<td>[June] Hungarian Government rescinds extraordinary powers policing COVID-19 misinformation</td>
<td>EU</td>
</tr>
<tr>
<td></td>
<td>[June] Tackling COVID-19 Disinformation – Getting the Facts Right is released, outlining the Commission’s expectations for signatories to counter COVID-19 misinformation</td>
<td>EU</td>
</tr>
<tr>
<td></td>
<td>[September] First baseline reports on signatories’ measures to counter COVID-19 misinformation</td>
<td>EU</td>
</tr>
<tr>
<td></td>
<td>[September] European Commission releases its assessment of the first year of the Code</td>
<td>EU</td>
</tr>
</tbody>
</table>

Source: Authors
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Conclusion

Europe’s actions to facilitate digital platforms’ self-regulation to tackle misinformation and disinformation reveal not only the challenges of the endeavour, but outcomes that can be achieved. The assessments of the EU’s framework conveyed in this chapter show that such an approach can be effective in parts.

It has mitigated some of the impacts of false and misleading information during elections and crisis events, such as the COVID-19 “infodemic”; promoted reliable, trustworthy information to online users; opened dialogue between platforms and governments; and helped restrict inauthentic and manipulative activity.

Yet, as the Commission acknowledges, while progress has been made toward improving the digital industry’s response to the problem – an indication that its expectations are not merely aspirational – more actions by all stakeholders are needed. Overall, the measures signatories implemented under the Code were viewed as incomplete and inconsistent. The monitoring of the code’s effectiveness proved difficult – a product of platforms’ reluctance to fully embrace the transparency that comes with open information sharing and stakeholder cooperation. And definitions of the problem’s scope and terminology were found to be too vague and restrictive. Initially concerned primarily with “disinformation” at the commencement of the Code, the Commission has recently recognised the necessity of incorporating misinformation into the scope of its regulatory remit. The experience of the COVID-19 infodemic, in particular, has demonstrated the urgent threat posed by the spread of misinformation. This shift indicates that attempts to curb the spread of false information cannot be reduced to a study of user “intent”. A more nuanced understanding of the complex and often organic exchange of false and misleading information is needed.

Consistent in the Commission’s messaging about the Code is an increasing impatience for greater accountability from platforms. The Code is not enforceable as it currently exists, with the Commission indicating a graduation from self-regulation to a more stringent model is under consideration. That said, the EU – alongside independent commentators – have suggested tweaks, not drastic transformation. A shift toward mandated co-regulation has been flagged. Yet despite the EU’s rhetoric, such a move is sure to raise concerns about government over-reach as platforms look to protect freedom of speech and their own autonomy. The impending European Democracy Action Plan and Digital Services Act may suggest the future direction of the EU’s framework for managing the spread of misinformation and disinformation online.

While many of the commentators in this chapter and interviewed for this study were reluctant to label the EU approach as the global “gold standard”, several admit it may be the best model developed so far. As we see with the development of a Code of Practice in Australia, Europe has had a strong influence on regulation development in other jurisdictions. Despite its self-admitted shortcomings, the EU framework remains an instructive model for legislators around the world.
CHAPTER 4

Australia’s approach to online misinformation
Introduction

This chapter examines recent discussions and developments around voluntary regulatory approaches to misinformation and disinformation in Australia. With the onset of the COVID-19 pandemic and heightened need for quality health information on and offline, 2020 was a watershed year for news and media organisations around the world. It was also a critical year for digital technology companies, with the Australian Government setting an end-of-year deadline for the digital platforms to establish a voluntary framework to counter low-quality and harmful information online. The voluntary code also requires the companies to establish ways for the public to make informed decisions in relation to content quality.

This chapter outlines the background to the formation of these self-regulatory initiatives, beginning with an overview of the Australian Media and Communications Authority’s (ACMA) position paper, Misinformation and News Quality on Digital Platforms in Australia: A position paper to guide code development. The ACMA position paper, released in June 2020, sets out the Australian Government’s guidelines for an industry-wide voluntary code of practice for addressing misinformation on digital platforms and improving news quality. This initiative was born out of the 2019 Australian Competition and Consumer Commission’s (ACCC) Digital Platforms Inquiry final report. In response to the ACMA and ACCC initiatives, the platform providers, represented by the Digital Industry Group Inc. (DIGI), produced an Australian Code of Practice on Disinformation for public consultation in October 2020. DIGI also commissioned a discussion paper produced by academics at the University of Technology Sydney Centre for Media Transition as a companion document to the draft code.

While there are commonalities and overlap between each of the documents, this chapter discusses the substance of each and points of differences between ACMA’s and DIGI’s positions that may require further attention before a consensus approach to tackling the problem can be developed.

Background ACCC Digital Platforms Inquiry

In December 2017, then Treasurer Scott Morrison directed the Australian Competition and Consumer Commission (ACCC) to undertake an inquiry into the digital platforms amid concerns about their influence on competition, consumers and society. The inquiry received submissions from Facebook, Fairfax, Google, Netflix and Twitter, among others.¹

The final report, released in July 2019, included two recommendations dealing specifically with online misinformation and disinformation. Recommendation 14 covered “monitoring efforts of digital platforms to implement credibility signalling,”² while recommendation 15 called for the implementation of a “digital platforms code to counter disinformation.”³ The report recommended that a code to address both disinformation and “malign” information be established, overseen by an independent regulator such as ACMA.

⁴ Australian Competition and Consumer Commission, Digital Platforms Inquiry, 34.
ACMA position paper

ACMA’s June 2020 position paper outlined its expectations and recommendations for the code’s development. The paper came at a time of significant concern over misinformation in Australia. Widespread online misinformation surrounding the 2019-20 bushfires and the COVID-19 pandemic highlighted the potential for the problem to cause significant community harm. ACMA’s position paper was informed by discussions with digital platforms including Facebook, Google, Twitter, Microsoft, TikTok, Apple and Amazon, as well as DIGI. Australian Government agencies such as the ACCC and international media regulators from the UK, Ireland and Canada also contributed insights and expertise.

ACMA acknowledged that most digital platforms had already implemented measures to combat misinformation and disinformation, as well as to deal with issues around news quality in general. Nonetheless, the position paper argued that greater codification, stringency and transparency were needed. Codification was recommended on the grounds that it would guide new entrants into the industry.

Scope

ACMA argued for a voluntary code that platforms could individually implement. Digital platforms across the industry, comprising “online search engines, social media platforms and other digital content aggregation services with at least one million monthly active users in Australia,” were considered to fall within the scope of a future code. According to ACMA, this would cover Facebook, YouTube, Twitter, Google Search and Google News, Instagram, TikTok, LinkedIn, Apple News and Snapchat. However, it was proposed that other private messaging platforms such as WhatsApp, Weibo and WeChat be excluded from the code – raising questions over why Snapchat, which has similarities to these platforms, was included. Major news outlets with an online presence were also excluded from the proposed code because they were “not considered key distributors of misinformation in Australia.” ACMA expected platforms to engage in public consultation during the code’s development.

Consistent with the European Union’s approach (see chapter three), a single industry-wide code was favoured. ACMA argued that a single code would engender greater efficiency, more collaboration between platforms and standardisation – leading to more streamlined complaints handling, reporting and measurement processes. It also suggested an “outcome-focused” rather than process-focused approach, with signatories to the code having the freedom to determine what measures to adopt to meet the stated objectives. In doing so they would publicly “demonstrate commitment to addressing misinformation” and a willingness to participate in the code.

Definitions

As noted earlier, there is no general consensus within Australia (or elsewhere) on definitions of terms relating to false and harmful information online. DIGI’s approach, which shares some aspects of the European approach, focuses on the term “disinformation” – which it defines broadly as “inauthentic” behaviour. According to DIGI, inauthentic behaviour “includes spam and other forms of deceptive behaviours (including via automated systems) which encourages users of Digital Platforms to propagate content which may cause harm.”

Like the definition in the EU Code of Practice on Disinformation, the ACCC definition is notable for its emphasis on intent. According to the ACCC definition, disinformation involves a deliberate intention to mislead, while misinformation does not. The ACCC also holds that content must be inaccurate to be classified as disinformation. Some technology companies, such as Facebook, argue that the intent of the person posting suspect content, while pertinent, is for practical purposes too difficult to divine with confidence. So, they focus more on the behaviour of online users to detect “inauthentic” use of their platforms. They also point out that not all disinformation is necessarily false information (see chapter five). The ACCC recommended that ACMA conduct regular monitoring of the voluntary code. If the code was deemed to be ineffective, it said a more direct regulatory approach should be considered. In response to the inquiry, the Government asked major digital platforms with an online presence in Australia to “develop a voluntary code to cover the recommendations,” with ACMA overseeing its development and performance in addressing “the state of disinformation in Australia.”
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By comparison, ACMA uses misinformation “as an umbrella term to cover all kinds of potentially harmful, false, misleading or deceptive information, with deliberate disinformation campaigns considered a subset of misinformation.”19 ACMA’s position paper adopts similar definitions for individual terms to Claire Wardle’s First Draft, and to Hossein Derakhshan’s typology often used in Europe (see introduction and chapters three and five). Thus, disinformation is identified as “false or inaccurate information that is deliberately created and spread to harm a person, social group, organisation or country.” 20 Misinformation is defined as “false or inaccurate information that is not created with the intention of causing harm.” 21 And malinformation is defined as “accurate information inappropriately spread by bad-faith actors with the intent to cause harm, particularly to the operation of democratic processes”. 22 ACMA acknowledged that it was sometimes hard to distinguish between these types of malign information.

ACMA also pointed out that potential harm was not always intended. Intention itself can be difficult to determine”, making “the line between bad actors and innocent users... not always clear.” 23 ACMA found the 2019-2020 Australian bushfires and the COVID-19 pandemic had highlighted how misinformation, though not intentionally harmful, “has the potential to cause significant harm”. 24 Hence, ACMA said discussions limited to disinformation failed to account for the threat posed by forms of false and misleading information where ill-intent was not apparent. It noted that the European code’s focus on disinformation would have failed to address the types of misinformation associated with the bushfires and pandemic. 25 Academics James Meese and Edward Hurcombe, in their policy brief Regulating Misinformation, support ACMA’s typology, with misinformation as an overarching umbrella term to capture grey areas between definitions. 26

ACMA divided harm caused by misinformation into two categories – “acute harms”, which it said, “have an immediate impact on people, property or society”, and “chronic harms”, which “result from the cumulative effect of misinformation and may only become apparent over time”. 27 It also argued that the “concept of news quality can be subjective,” further complicating the task of measuring information credibility. 28 ACMA also alluded to the wider societal value of access to reliable news content, saying quality news and information “is accurate, reliable and timely, providing people with the knowledge they need to make informed choices and to participate in public life”. 29

ACMA proposed a graduated and risk-based approach, where measures in response to misinformation and disinformation were proportionate to the risk the content posed. Adopting this approach “may also alleviate some concerns around freedom of speech”, since censorship and other strong measures would only apply to the most harmful content. 30 Platforms would thus not be expected to serve as arbiters of truth. 31 Criteria to assess the risk of harm would include content and context; agent and purpose; breadth and speed of dissemination; and distribution channel. 32 DIGI has also referenced the need for a proportional response, and lists 11 different factors to consider before applying one or more measures to counter disinformation. 33

Monitoring and quality-control activities

As ACMA supports an outcome-based approach, platforms are encouraged to adopt measures to contain misinformation as they see fit. 34 Some of the suggested measures included fact checking, labelling of advertisements, flagging suspicious content, and providing media literacy tools. The ACMA position paper recognised the importance of data sharing by platforms. It also recognised that the EU code had not yet fully achieved its goal of empowering research communities by overseeing data sharing between platforms and independent researchers. 35 ACMA’s approach aimed to address this gap, 36 urging platforms commit to “facilitate research, share relevant data and undertake activities to improve the understanding of misinformation in Australia”. 37

To address a perceived lack of transparency in the industry, ACMA recommended platforms publish community guidelines outlining the responsibilities of platforms and users, and promoting this information widely through emails, landing pages and tutorials. 38 In doing so, ACMA highlighted a lack of transparency in the EU’s code of practice. 39 Facebook already had some examples of this kind of practice with its published Community Standards and QandA sections on its webpages. 40 ACMA also proposed a clear complaint handling process to enable users to easily “submit complaints about the performance of the platform against the code and its application of published policies and procedures”. 41 This proposal comes amid criticism of the EU code for failing to have clear performance indicators and meaningful objectives and commitments, which is said to have hampered monitoring and compliance. 42
ACMA also proposed a monitoring and reporting framework to be developed with input from academia, digital platforms and government agencies.\footnote{Australian Communications and Media Authority, Misinformation and news quality on digital platforms in Australia, 38} Signatories would be required to create an action plan and then report annually on their performance against the plan. ACMA and/or other independent organisations would also conduct rigorous assessments of the signatories.\footnote{Ibid., 24}

Further, ACMA proposed a “misinformation and news quality monitoring and reporting framework.”\footnote{Ibid., 36} This would guide industry on how ACMA would “measure the effectiveness of the code” and evaluate “the overall impact” of platforms’ contributions to combating misinformation in Australia.\footnote{Ibid., 4} As part of its monitoring duties, ACMA would advise the Government on whether further regulatory action was needed if code objectives were not being met.\footnote{Ibid., Section 5.2.}

**Local reactions**

Australian mainstream journalists and commentators were largely supportive of the ACMA proposals, arguing that technology companies should be bound by the same rules as newspapers, TV and radio. In Australia, journalism ethics are guided by the self-regulatory and voluntary Media Entertainment and Arts Alliance (MEAA) Journalist Code of Ethics; the ABC Act 1983 (for the public broadcaster), and ACMA’s oversight of the standards and codes for TV and radio broadcasters that contain specific provisions stipulating “accuracy and fairness” in content. Journalist David Swan wrote that, “the code would make social media platforms responsible for misinformation in the same way that Australian media organisations are bound by regulatory requirements for journalistic ethics and accuracy in news reporting.”\footnote{David Swan, “Code to rein in spread of fake data,” The Australian, June 26, 2020.}


DIGI also commissioned the CMT and its affiliate First Draft to assist in the production of a discussion paper to accompany the draft code and provide background context. The discussion paper acknowledges the influence of international examples on DIGI’s approach – primarily the EU code and, to a lesser degree, the approaches of Taiwan and India.\footnote{DIGI draft code: Australian Code of Practice on Disinformation} While acknowledging the need for more action on the issue, DIGI also highlighted measures already implemented by digital platforms “to tackle the propagation of disinformation” on their services.\footnote{Ibid., Section 1.3.}

**Scope**

DIGI’s draft code embraces voluntary elements of ACMA proposals, with digital platforms to “opt-in” to whichever measures they prefer depending on their business model and operational needs. Since “not all objectives and outcomes will be applicable” to all signatories, DIGI said each “may adopt one or more of the measures set out… in a manner that is relevant and proportionate to their different services and products.”\footnote{Ibid., Section 5.2.} The opt-in provision would mean platforms are only bound to those commitments that they have nominated.\footnote{Ibid., Section 7.1.} In theory, this aims to accommodate the multiplicity of platforms and their varying characteristics, functions and...
uses. As stated in the discussion paper, “no single technological fix, labelling system or filter” will suffice.14 Instead, the diversity across digital platforms requires “an equally diverse approach to resolving the impact of misinformation and disinformation”.36 While not directly opposing ACMA’s industry-wide approach, DIGI’s proposal seeks greater accommodation of the industry’s diversity and complexity.

The DIGI proposal covers search engines and platforms that accommodate user-generated content. However, it excludes private messaging services, media texts for entertainment or educational purposes, email services and content authorised for entertainment.13,14 Hence, the code excludes WhatsApp, Weibo and other popular messaging platforms, as suggested by ACMA.

**Definitions**

The discussion paper outlined several influences on DIGI’s conceptualisation of misinformation and disinformation. Primary influences were the EU code and First Draft, while Britain’s Full Facts’ definition of levels of harm was also cited.58 Wardle and Derakhshan’s umbrella term of “information disorder”, which covers misinformation, disinformation and malinformation, was highlighted in the discussion paper (see also chapter five).36 ACMA’s approach to definitions differs from DIGI’s draft insofar as it defines misinformation as the overarching term, under which disinformation and malinformation sit as subsets. An ACMA spokesperson said this was intended to capture a range of harms:

“...misinformation as a catch-all umbrella term – reflecting any potentially harmful false, misleading or deceptive information distributed online, with or without malicious intent. In light of the types of material we were seeing circulating on digital platforms following the summer bushfires and early stages of the COVID-19 pandemic, we felt this terminology provided platforms with the necessary flexibility to address a range of harmful behaviours and content, while encouraging graduated, proportionate measures that appropriately reflect the level of harm.”59

The ACMA spokesperson acknowledged the narrower scope of DIGI’s draft Australian Code of Practice for Disinformation when it comes to false news online:

“DIGI has proposed a much narrower scope – addressing only inauthentic behaviour from users of digital platforms that results in the propagation of potentially harmful digital content for the purposes of economic gain or to mislead the public. Harm in this context is also defined narrowly as imminent and serious threats to democratic political and policymaking processes or public goods such as the protection of citizens’ health, the environment or security.”60

Like the ACMA position paper on misinformation, DIGI’s draft code acknowledges the overlap between disinformation, misinformation and similar terms.61 It accepts that there is no universal definition of the problem, and that in the course of implementing measures to combat it, such terms are likely to be used interchangeably by signatories.62

Referring to definitional issues, the ACMA spokesperson stated:

“As a voluntary industry process, it is ultimately up to interested platforms to reach a consensus on this issue. We are continuing to actively work with DIGI and platforms to better understand each other’s views on scope prior to the finalisation of the code.”63

An affiliate at Harvard University’s Berkman Klein Centre and fellow in New America’s Cybersecurity Initiative, Camille François, uses a “disinformation ABC” framework – focusing on actors, behaviour and content – to understand harmful online content. Francois, whose framework was cited in the DIGI discussion paper, identified “manipulative actors” (people or groups with the clear intention to disrupt the information ecosystem), “deceptive behaviors” (tactics and techniques used by the actors) and “harmful content” (used to hurt, undermine or influence) as “three key vectors characteristic of viral deception.”64 The DIGI-commissioned report agreed that it was a useful rubric to understand the facets of disinformation.

While DIGI’s discussion paper canvassed academic and practical definitions of the problem, it resisted committing to a single approach – perhaps reflecting diversity of views among platforms that comprise DIGI’s membership.

Disinformation is defined in DIGI’s draft code as inauthentic behaviour, and covers content that is promulgated “for the purpose of economic gain or to mislead or deceive the public, that may cause harm and is not otherwise unlawful”.52 This focus on harm and intention is in step with other approaches, including ACMA’s. The DIGI code also adopts a similar definition of disinformation as the EU Code, including “an imminent and serious threat” to “democratic political and policymaking processes”.
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Consistent with broader discussions about fake news definitions, the UTS discussion paper questioned the inclusion of intent as a key component when defining disinformation, arguing that, “the question of whether disinformation requires an element of intention needs careful consideration”. It said “the difficulties in establishing intention may make it more appropriate to make conduct, rather than content, the focus of regulatory attention”. The UTS paper observed that “not all manipulated content is malicious”, which complicated the use of intent as a marker of disinformation.

Guiding principles and objectives

The DIGI draft code outlines a set of “guiding principles” underpinning the approach of digital platforms. These included the protection of freedom of expression and user privacy, scrutiny of advertising placement, user empowerment, integrity and security of services and products, supporting independent researchers, and acting “without prejudice” towards other anti-disinformation initiatives.

In step with ACMA’s recommendations, DIGI’s draft code adopts an outcome-based approach. It’s six objectives are to:

- Improve “safeguards against disinformation”, including preventing the spread of and exposure to disinformation, and introducing better reporting mechanisms for users
- Disrupt advertising and monetisation incentives for disinformation
- Work to ensure the public benefit of services and products delivered by digital platforms
- Empower consumers to make better informed choices of digital content, particularly around matters that may cause harm
- Strengthen public understanding of disinformation through support of strategic research
- Publicise the measures (signatories) take to combat disinformation, including regular reports to government and/or the public.

These objectives intersect with several areas that ACMA wanted to improve, including data sharing, transparency, and monitoring and compliance processes.

DIGI proposed 16 further “measures” to which platforms could “opt-in” via a “nomination form”. While little description was provided of what these measures would specifically entail, the draft code provides examples of specific actions platforms might take, including content removal, partnerships with third-party groups and fact checking.

In line with ACMA’s recommendations, DIGI’s draft code suggests a graduated risk-based approach to evaluating disinformation. Under this model, measures would be “proportionate and relevant to their specific context.” Risk factors that platforms might consider include the:

- Types of actors involved
- Breadth and speed of the content’s dissemination
- Level of harm
- Behaviours and intent behind the online activity
- Credibility of the content
- Freedom of speech considerations.

As with the EU Code, the importance of freedom of speech is emphasised in DIGI’s proposed code. For example, the document states that signatories should not be required to “remove content solely on the basis of perceived falsity if the content would not otherwise be unlawful”. Requirements to “signal the veracity” of user content are also rejected. In this way, platforms uphold their “strong desire” to avoid being arbiters of truth. Instead, they state that their responsibility is to protect users from potentially harmful content while upholding their freedom of expression.

DIGI’s proposal states that, in addition to digital platforms, “a range of relevant stakeholders have roles and responsibilities in dealing with disinformation including public authorities, academia, civil society, and news organisations”. It also stresses the need for collaboration between all stakeholders, and endorses regulation encouraging media literacy and digital literacy as a way to ensure further sharing of responsibility for combating the problem by news organisations and the public.

Monitoring and quality-control measures

Under monitoring mechanisms outlined in the code, DIGI would serve as the code administrator, and oversee a committee that would meet every six months to evaluate signatories’ performances in meeting their nominated commitments. Signatories would report progress annually to DIGI, the Government and/ or the public. Signatories would also commit to a complaints-handling mechanism within six months of the code’s commencement, and submit to regular monitoring from DIGI to evaluate code compliance. The code would be reviewed after two years, with input from all relevant stakeholders.

---
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Comparing ACMA and DIGI positions on a new code

DIGI’s proposed code of practice responds to some key elements in ACMA’s position paper. It supports a requirement on platforms to share data with one another and with other stakeholders, including independent researchers, to address the spread of online disinformation.\(^\text{80}\) The code also addresses concerns about transparency, outlining commitments for financial support and non-interference in independent research.

However, the draft code also demonstrates DIGI’s concerns about privacy and the “need for transparency to be balanced against disclosure risks”.\(^\text{81}\) It states that, “in implementing commitments to promote the public transparency of measures taken under this code,”\(^\text{82}\) the release of information to the public opens digital platforms to exploitation by malicious actors, “which can result in more deceptive behaviour”.\(^\text{83}\) In addition to maintaining user privacy, platforms are also concerned about protecting the integrity of their services and existing measures that aim to combat disinformation. The ACCC has criticised as “opaque” existing measures and algorithms that platforms employ to demote misleading content. It argued this lack of transparency limited a regulator’s capacity to measure their efficacy in achieving the code’s stated outcomes.\(^\text{84}\)

DIGI’s proposals do not detail intended consequences for platforms that fail to follow through on their commitments. This may be due to the assumption that under the monitoring and compliance procedures set out by the code, ACMA will oversee such penalties.

ACMA responded critically to DIGI’s draft code in comments reported in The Sydney Morning Herald in late October 2020. Citing the absence of detail about how DIGI would achieve the code’s objectives, ACMA chair Nerida O’Loughlin was quoted saying: “The draft code released by DIGI for public consultation is a long way from the model that we proposed to address these important issues.”\(^\text{85}\) The Sydney Morning Herald article pointed out that DIGI’s proposed criteria for evaluating and acting on contested content could allow material from anti-vaccination activists or conspiracy theorists “not published with malice” to escape action under the code.

ACMA has warned that if differences in perspectives between the parties on voluntary co-regulation are too great, a government regulatory framework may be the inevitable next step.\(^\text{86}\)

### Table 4.1: Expected dates for draft and implementation plan of Australia’s voluntary Disinformation Code

<table>
<thead>
<tr>
<th>Estimated Date</th>
<th>Expected Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>June 2020</td>
<td>ACMA position paper</td>
</tr>
<tr>
<td>July-August 2020</td>
<td>Workshops to discuss ACMA monitoring and assessment</td>
</tr>
<tr>
<td>October 2020</td>
<td>Monitoring framework</td>
</tr>
<tr>
<td>October 2020</td>
<td>Industry draft code released for public review and consultation</td>
</tr>
<tr>
<td>24 November 2020</td>
<td>Public submissions to DIGI’s Draft Code close</td>
</tr>
<tr>
<td>December 2020</td>
<td>Industry code delivery deadline</td>
</tr>
<tr>
<td>January 2021</td>
<td>Action plan published by signatories</td>
</tr>
<tr>
<td>June 2021</td>
<td>Assessment report to government</td>
</tr>
</tbody>
</table>

Source: Author

---
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Conclusion

Australia’s approach to tackling the spread of misinformation on digital platforms so far is based upon voluntary cooperation between the major digital platforms (represented by DIGI) and Australia’s media regulator (ACMA). This is consistent with the European model of voluntary co-regulation to tackle online disinformation. As confirmed in this chapter, ACMA and DIGI share a stated commitment to addressing online misinformation and disinformation, and share some common ground about what is required to achieve it.

Their proposals are informed by key aspects of the European approach – in particular the shared preference for voluntary participation, and for an outcome-focused approach. However, the parties’ differing approaches to defining misinformation and disinformation – ACMA has a broad conceptualisation of misinformation capturing all forms of deceptive behaviour, information, and conduct, while DIGI’s proposes narrower definitions – leaves them at odds on key issues. Without a shared understanding of these key concepts, attempts to build consensus towards the voluntarily regulation of the quality of information, and to adhere to a common standard of conduct in the digital sphere, may be jeopardised.

The next three chapters report the original findings of this study. The three chapters (chapter 5-7) focus exclusively on the user experiences of online misinformation and governments’ and digital platforms’ responses to it in Singapore and Indonesia. These findings provide rich lessons for Australia as it considers its next steps to manage this urgent, yet insidious problem.
CHAPTER 5

What is online misinformation — and why is it a problem?
Introduction

The lack of a clear, universally agreed definition of online misinformation is perhaps the biggest obstacle to achieving consensus on how to tackle the problem in countries like Indonesia and Singapore.

Among those who participated in this research project, significant diversity of views emerged on:

- What defines online misinformation
- The prevalence and scale of the problem
- The consequences for digital platform users.

Yet, amid the contrasting viewpoints on the nature of online misinformation, there was general consensus on the notion that it is a compelling problem in both Indonesia and Singapore, requiring major remedial action. Participants broadly agreed that unchecked online misinformation has the potential to seriously disrupt citizens’ access to reliable information, and that this can have dire implications for democratic participation, freedom of speech and, in some instances, public health and safety.

In this chapter we explore in detail the views of participating experts – technology company experts, journalists, editors, academics and community-based activists – about the nature and scale of online misinformation, and their individual online experiences that helped shape their views. This provides essential background to the next chapter, which examines ways in which governments and digital platforms in Indonesia and Singapore can (and do) manage perceived online misinformation, and identifies particular areas that contributors to this project believe require the most attention.

Definitions: Misinformation, disinformation and malinformation

As suggested in the introduction, online misinformation is a complex phenomenon that cannot be simply or universally defined. National governments, technology platforms, academics and other experts have so far failed to achieve consensus on precise definitions of popular terms such as misinformation, disinformation and fake news.

To try to mitigate the confusion and achieve consistency and clarity, this report has adopted the following definitions for online misinformation and disinformation:

**Online misinformation** is the spread of inaccurate or misleading content online.

**Online disinformation** is the spread of inaccurate or misleading content online with conscious intent to mislead, deceive or otherwise cause harm.

Thus, we characterise online disinformation as a major subset of the broad, overarching problem of misinformation. By our definition, misinformation can be spread with or without ill-intent, while disinformation necessarily involves ill-intent. We have adopted these definitions – and in particular a broad interpretation of misinformation – in part because they closely align with the usage of experts who participated in this project.

We accept that these definitions are not standardised. For example, First Draft, a non-profit global coalition of newsrooms, universities, online platforms and civil society groups, led by academic Claire Wardle, recognises seven types of potentially problematic online content – or what it calls ‘information disorder’ – in three broad categories: misinformation, disinformation and malinformation1 (see Figure 5.1 next page).

---

According to this schema, “misinformation” refers to verifiably false content that is spread without the intention of causing harm. ‘Disinformation’, by contrast, is false information spread with the intention of causing harm. The British Government is more expansive when defining disinformation – referring to false or manipulated information that has been produced or distributed for political ends that may be damaging to democratic processes, or that may lead to personal or financial harms.3 Wardle identifies a further sub-category of problematic online content – malinformation – which she defines as truthful information intended to cause harm, such as malicious gossip.

Wardle’s fake news typology, like this report’s terminology, is not universally accepted, as the extensive debates and disagreements outlined in this chapter reveal.

Facebook’s approach to the issue starts from the premise that a person’s intention when posting information online is difficult to divine. The company therefore defines misinformation based on the veracity of the content, rather than on the perceived intent of the user. And it defines disinformation with reference both to the actions of those who spread it, and to the content’s propensity to cause harm. However, it labels such activity “coordinated inauthentic behaviour” rather than the more popular disinformation.4 Wardle acknowledges that information disorder is a “fluid spectrum”. This is readily observable in the ways false content can be variously classified as misinformation and disinformation, sometimes depending on its timing, and how it can have varying consequences, depending on who circulates it, how it is spread, and why. So while the overwhelming focus of this chapter is on misinformation, we also examine disinformation – in part because of the inherent fluidity of these concepts and definitions. The variety of views among participants in this project on how to define the issue and its essential components is reflective of a lack of clear consensus in wider community debates.

Amid the debates, however, there is at least some agreement among experts on how to distinguish misinformation from disinformation. According to one digital platform expert, a useful way to define misinformation is by what it is not:

Misinformation is false and misleading information that is shared not necessarily out of bad intent. It is shared when people may not be fully aware that it’s false. And that’s very different from disinformation, which is false information that is shared by a person who knows that it’s false, and they do so with an intention to mislead other people.5

---

2 Claire Wardle, “The Need for Smarter Definitions and Practical, Timely Empirical Research on Information Disorder”, 953; Figure used with permission from First Draft, email correspondence with author, 17 November 2020.
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Misinformation is when false information is published or shared widely, not with ill-intent, but mostly because of ignorance. Disinformation is more dangerous because there’s an intention to spread confusion or anxiety. But some observers, including participants in this project, find this emphasis problematic because, they argue, it is not possible to know an individual’s intentions when sharing false information online. Hence, some experts are more focused on the behaviours of online users and the veracity of the content rather than intention.

Technology companies have become particularly focused on behaviours of individual users when seeking to identify online disinformation. For example, a “super poster” who generates the same content hundreds of times can attract scrutiny in this context, as can people setting up multiple accounts with fake identification and other apparently “inauthentic” actions. By contrast, the platforms tend to identify misinformation not by behaviour but by the factuality of the content. One digital platform expert described the approach thus:

Misinformation typically deals with content, false information, being shared, being spread. We believe that disinformation is not about content, because someone proposing disinformation may be doing it based on truth – they may be promoting true things – but misrepresenting it in certain ways. And therefore we look at users’ behaviours.

When misinformation is defined by the veracity of the content, a logical response to the problem is fact-checking. By contrast, managing disinformation tends to involve tracking and curbing behaviours and, if harm is occurring, removing the content and/or the user. However, distinguishing between misinformation and disinformation can be more complicated than just focusing on the content and behaviour, as one academic explained:

It gets muddled up when an individual picks up disinformation and spreads it unknowingly. False information may be deliberately planted, designed to be picked up by individuals, and then spread by individuals on their closed social media networks.

This potential for disinformation to be unwittingly distributed by others who believe it to be true adds another layer of difficulty to defining, and therefore mitigating the problem. And the emergence of video and pictorial content such as “deep fakes” – doctored images of individuals, often celebrities – further complicates these issues:

A deep fake is a special classification where it’s a hybrid between misinformation and disinformation. It’s misinformation, because it’s usually synthetic and fake. It’s also disinformation because someone has to be purposely trying to create it to deceive. So there is an adversarial motive behind the scenes.

Thus, according to the typology of Wardle and others, a false story can be either, or both, misinformation and disinformation depending on who is spreading it and why, and its impacts and potential for harm.

Another key consideration is transparency. Historian and Managing Director of the New Naratif in Singapore PJ Thum believes the lack of transparency about who’s behind a fake news story and what their intent is, are the main problems with misinformation online. He argued that unlike real news, where reporting agendas are more transparently subjective, those behind fake news disguise their subjectivity.

With fake news, the problem is that it tries to present itself very often in a way that is objective in order to mislead, to influence politics and influence public opinion. But it’s not transparent about its intention. So I think those are the two main things – designed to mislead, and lack of transparency about who’s behind it, where it’s coming from and what are its intentions.

Wahyu Dhyatmika argued that anonymous and fake automated (bot) accounts made it easier for organisations and individuals to attack, bully and spread misinformation. He said his outlet often received anonymous online threats after publishing critical stories about powerful individuals and organisations, including the Indonesian Government. “Most of the threats come from bot accounts, so it’s orchestrated. But we never can pinpoint these cyber-attacks.”

The case for banning and removing anonymous and bot accounts to reduce misinformation online might seem compelling. However, such an approach could have unintended consequences in countries where some activists rely on anonymity to circumvent government restrictions on freedom of expression.

---
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As one platform expert stated:

“It’s a complicated issue. We have very clear policies, like the “real name policy” so that we can remove fake accounts. But then there are certain jurisdictions where it’s harder to enforce because people in opposition under authoritarian regimes rely on those fake accounts to be able to express themselves without persecution.”

Further, not all fake content is potentially harmful. A fake account set up in a pet’s name would be in most cases an example of harmless online misinformation. An online parody relying on obviously false content might also be deemed harmless. But where should the line be drawn? One interviewee said: “When it comes to fake accounts, are we talking about malicious fake accounts? What is it that we’re trying to solve here?”

Social media and digital platform experts argued that more clarity and agreement on definitions of misinformation and disinformation would enable all platforms to operate more consistently and develop consistent standards. This included avoiding the broad term “fake news”.

We don’t really use the term fake news, because we understand that it means different things to different people... So the term that we use a lot is false news, because then it’s very neutral and it doesn’t make a judgement about intent.

One academic disliked the term fake news for another reason – it was an oxymoron. “I don’t agree with the concept of fake news because news is not fake.”

Indonesians commonly describe fake or false news stories as “hoaxes” – though usually in reference to disinformation rather than misinformation, according to participants in this project:

Hoax is relatively similar to the concept of disinformation, meaning that the information is not accurate, and it is intentionally produced or distributed to harm people. Misinformation is actually different in terms of its intention.

Misinformation and disinformation have been around for centuries. What’s different now is that the internet has enabled and facilitated the easy and rapid spread of false information by almost any individual, and on a scale previously unimaginable – in volume and audience reach. The mass penetration of online misinformation into the everyday lives of citizens in countries like Indonesia and Singapore has led some observers to suggest people may now be more alert to falsehoods and crude propaganda than in the past. PJ Thum said that in the first decades of advertising, citizens were more susceptible to claims that, by today’s standards, would seem “obviously invented” or “exaggerated”.

At the same time, despite increasing public awareness of propaganda and false claims, the “people who run misinformation campaigns are getting more sophisticated at it,” said PJ Thum.

One academic argued there should be no distinction between online and offline when it comes to regulating misinformation:

I think intention is key. We’ve always had human errors as a result of being rushed with deadlines to get to the printers and so forth. I think the issue with misinformation is the deliberate attempt to influence using false information. We’ve had [propaganda] like in the Hearst newspapers in the US during the Spanish-American war. So I don’t see a difference there. It’s just now, I think the difference is that for, especially online, it is being spread not by companies, but by individuals. So your friends are now spreading such information, not just the mainstream media.

As discussed in the next section, ambiguity around the definitions of misinformation and disinformation, and the overlap between them, can present serious challenges for authorities trying to deal with false information online – in particular for persuading technology platforms and citizens, including activists, to comply with state measures to remove it.

Government definitions

Although government representatives did not participate in this project, several interviewees shared their experiences and insights into how legislators in Singapore and Indonesia view and define misinformation and disinformation. “A lot of countries look at misinformation and disinformation as a content problem, and that makes it really hard for us,” said a digital platform expert. The tendency of governments to conflate misinformation and disinformation can have significant consequences when it comes to prosecution of cases. For example, a true believer in a false conspiracy theory may spread the information with a virtuous intention to “enlighten” others. But if governments define this content as disinformation, they “risk criminalising people who themselves have been duped.” This punitive approach, arising out of a catch-all definition and a legislated response, may make it more difficult for Facebook and other social media companies to combat disinformation:

Targeting or criminalising people sharing this type of misinformation may not be the best solution to solving disinformation because it simply drives them underground and then they try to hide their sources.
Such situations may encourage conspiracy theorists to create fake online accounts. And if there are many fake accounts, "that creates lots of noise," said the digital platform expert. "How do we locate the really bad ones in a timely manner?" 22

Fake Facebook accounts – which the company says its reports show constitute about five per cent of worldwide monthly active users – are now officially banned under company policy. In the second quarter of 2020 alone, Facebook said it blocked and deleted about 1.5 billion fake accounts. 23 However, as mentioned previously, this policy has potentially negative implications for activists vulnerable to political persecution in less liberal countries.

Digital platform companies also have misgivings about the binary approach of governments to defining misinformation – saying they tend to divide content simply between real and fake. This approach failed to address the need for a balance between free and "responsible" expression. It was used by some governments to favour censorship over freedom of speech. As one digital platform expert said, the Indonesian Government "considers that all misinformation are of equal weight and should not be tiered based on topics such as prevalence and virality." 24

### Social media companies’ definitions and policies

With their policy of explicit differentiation between misinformation and disinformation, some platforms have separate divisions and staff assigned to deal with cases of both as they arise. 25 A digital platform expert said that under their platform’s approach to misinformation, content was assessed based on "what the content says, as opposed to the user’s intent," which he said was "very difficult to judge."

Hence, the company was primarily focused on fact checking to ensure the accuracy of content. And when it came to government requests to have content corrected or removed, the company’s response was "based on... whether the correction is correct. So if the content is accurate, and the government is trying to promote false information, we would refuse to comply." 26

While Facebook sees advantages in having separate divisions dealing with misinformation and disinformation, this approach can lead to problems. As previously mentioned, the same false story can be deemed both misinformation and disinformation, depending on who is spreading it and why. Dealing with misinformation separately to disinformation can also potentially delay an organisation’s response times.

A disinformation specialist at one platform said the in-house disinformation team was mostly concerned with various issues including account security (accounts being misused) and transparency to prevent malign actors deploying propaganda on the site, including propaganda from state-controlled media.

The primary thing that we (disinformation team members) do is protect our platform and our users against influence operations. (But) we don’t look at content, we look at behaviour. 27

Amid the spread of false information and bogus remedies surrounding COVID-19, digital platforms have recently acknowledged that well-meaning misinformation can also cause great harm. Facebook has consequently developed a "misinformation and harm" policy, allowing it to remove misinformation with the potential to cause harm to users. 28 The platform has another harm-related policy surrounding hate speech, which allows for removal of any discriminatory content based on personal characteristics including race and religion. 29

At the time of interviews for this project in August and September 2020, platforms maintained an exemption for political communications from their "malicious actors" category of content to be removed if it involved politicians. 30 One rationale for this exemption was that politicians were not considered malicious actors. 31

Malicious to us mean you’re trying to lie, misrepresent yourself to someone. Politicians don’t misrepresent themselves. They may misrepresent their positions. That’s not a problem (for us). We don’t think that’s inauthentic. That’s authentic. If they are lying politicians, they’re authentically lying. 32

The company position meant that “really blatant” falsehoods or misleading content in political speeches were exempt from the platform’s fact checking policy. 33

The platform policy expert said the platform did not allow politicians to spread misinformation that could lead to harm, such as harmful COVID misinformation, or misinformation that could lead to violence. “We do not allow politicians to share such misinformation and have removed a number of politicians’ content under the policy.” 34

Since the interviews were conducted (and at the time of writing), both Facebook and Twitter have adopted proactive stances on alleged false content surrounding the 2020 US Presidential election, with both platforms placing warnings on some political content.

The most notable examples were labels added to tweets by President Donald Trump claiming voter fraud. Twitter added the words, “This claim about election fraud is disputed,” and provided a link to information discounting the President’s claim (see Figure 5.2 on the next page). 35
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Civil society organisations and academic perspectives on definitions

Community-based actors such as non-government organisations and volunteers tend to adopt definitions of misinformation used by academics and/or multinational organisations such as the United Nations. The Chair of MAFINDO, a civic organisation that tackles online hoaxes in Indonesia, Septiaji Eko Nugroho, said his group embraced First Draft’s three-category schema, entailing “misinformation, disinformation and malinformation.” This was also embraced by UNESCO.

Identifying the scale and effects of online misinformation

Interviewees for this project were equivocal on whether the problem of online misinformation in Singapore and Indonesia had been curbed, or was getting worse. Part of the problem was that the quantum of misinformation was so difficult to measure and compare over time. It was also dependent on country context.

A digital platform expert acknowledged the difficulty:

That is actually hard to answer because our capability has been expanding. So we’re detecting more. But that might be because we’re now more capable, or it may be because there’s more misinformation and disinformation. We don’t have a whole picture.  

In Indonesia, Facebook removed 170 items between July and December 2019 in response to requests by the Communications and Informatics Ministry (KOMINFO) and the Indonesian National Police over alleged violations of laws related to treason and separatism, unlawful assembly, manipulated images, promotion of regulated wildlife products, and extremism. During the same period in Singapore, 16 items were removed, including 10 allegedly containing material inciting racial hatred, strife and intolerance. Restrictions were also placed on five items reported by the Health Sciences Authority as breaching laws on regulated goods. Restricted access was applied to one item relating to alleged defamation. While Facebook reports twice a year on removals or restrictions on misinformation and disinformation based on local laws, misinformation is generally not reported for individual nations. As a company employee explained:

We’re not doing it because it is actually quite difficult. Content that is in English language is used in various countries. One item could be posted in one country, consumed in other countries and reported from another country.
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However, for languages confined largely to one nation: “I do think there could be a way to release more information or to be more transparent … But that’s a work in progress.”

One platform expert in Singapore believed online misinformation seemed less prevalent in the city-state in late 2020 compared to other times:

“I think it’s been a bit quieter lately. I would like to think it’s at least partly because of our work with the fact checkers… We are able to get to at least the most viral, the most potentially harmful misinformation.”

Facebook’s strategy to deal with “false news” is three-fold involving removing, reducing and checking quality of information:

- Remove accounts and content that violate its Community Standards or ad policies
- Reduce the distribution of false news and other inauthentic content like clickbait by altering algorithmic flows
- Extensive fact checking
- Adding context to news posts.

In some jurisdictions, Facebook has added a circular information or context button with an “i” in it on the bottom right corner of shared news stories to enable users to make judgements about the veracity of news stories (see Figure 5.3). When clicked the button provides information about what a publisher has previously posted, its Wikipedia page and where the post has been shared. It also provides the user an opportunity to follow that news outlet to add “quality” news to their feed.

None of the digital platform experts interviewed for this project believed that the problem of online misinformation had been adequately tamed – yet. One platform expert cited the technical and temporal difficulties in addressing false content quickly:

If a video is watched by 20 million people and it contains harmful misinformation… The fact that we were able to remove it after six hours, to me, shows that we’re getting better at these things because before it might have taken us a lot longer. But if it was already watched by 20 million people after six hours, clearly we have to do a lot better.

The sheer volume and rapid spread of false information about COVID-19 underlined the broader potential of online misinformation for global harm. A digital platform expert said the pandemic presented new and difficult challenges for technology and social media companies, with global conspiracy theories, misinformation and sometimes state propaganda “all mixed in,” while the platforms were still trying to deal with other sources of false information as well:

COVID-19 is a new topic that is bringing a lot of this out. That doesn’t mean that the other kind of disinformation networks have stopped. They’re still going on, and we need to prioritise COVID-19 but work on them too.

He said the problem was particularly acute in Asia. “The way this information works in APAC is slightly different than the way it works out in Europe or the USA. There [in Europe and US] the actors tend to be much more organised.”

The Chair of MAFINDO, Septiaji Eko Nugroho, hoped that fact checking and media literacy initiatives spreading across Indonesia would help mitigate online misinformation. However, there was still much progress to be made on media literacy, which would enable Indonesians to more readily identify false news and avoid sharing it:

Even some people with high education still share misinformation, so it is quite complex. It’s not only related to the level of education; people still don’t understand how to read online information correctly.
Common forms of misinformation

Political misinformation and hate speech are considered among the most prevalent and problematic forms of online misinformation in both Singapore and Indonesia. One platform expert said that if misinformation from “hate groups” was placed under the banner of political misinformation, “then politics would be the most common form of misinformation.” He highlighted the potentially dire consequences of hate speech mixed with politics:

I think there’s more misinformation in this APAC region that leads to real world harm in the sense of physical violence, as we’ve seen in Myanmar and Sri Lanka, and Indonesia to a certain extent.47

Damar Juniarto observed that political misinformation tended to focus on individuals rather than parties’ policies. Politicians and candidates were common targets for misinformation “hoaxes” and rumour.48

The next most common type of false news was the “mischievous” variety, such as conspiracy theories and related hate group content.49 False and misleading content created to make money was also becoming more common, according to a technology platform expert. These types of false content align with Wardle’s typology in Figure 5.1.

Misinformation about health issues such as COVID-19 was also prominent, and in Indonesia was sometimes blended with political conspiracy theories (see example below).50

Box 5.1 Indonesia: combining political and health misinformation

Pro-Prabowo netizens usually produce a lot of hate speech on how Indonesian President Joko Widodo (known as Jokowi) handled COVID. Like they accuse Jokowi of creating the conspiracy theory on COVID, that COVID is not real, COVID is about [a] money arrangement between Indonesian government [and the] World Health Organisation.51

While Facebook has been widely used in both Indonesia and Singapore to spread misinformation, the Facebook-owned and encrypted WhatsApp has also been a popular platform for misinformation spreaders in Indonesia.

It’s particularly bad because of the number of WhatsApp users in Indonesia. One person tends to have more than one (account) and so the approach to tackle misinformation has to be different because it’s end-to-end encrypted.

Facebook’s misinformation strategy on WhatsApp has included limiting the number of times that messages can be forwarded: “You can only forward a message to up to five people – this is now a global feature, not just in Singapore and Indonesia,”52 a Facebook expert confirmed.

In Singapore, much of the content targeted under the Government’s Protection from Online Falsehoods and Manipulation Act (POFMA) has focused on statements by political opponents of the ruling party, and sometimes journalists and digital platforms.53 From its enactment in May 2019 up until October 2020, POFMA was used 71 times to prosecute cases of alleged online misinformation. Most orders under POFMA have been “correction directions” requiring a correction notice and a link to the facts alongside a statement about why the content has been deemed false. Other orders require the removal of content and blocking websites. Facebook had received more than 20 of these orders, including orders to post correction notices and to disable access to web pages at the time of writing. Twenty orders were posted during Indonesia’s general election period from 23 June and 10 July 2020. Many of these related to questions around government policy,54 raising concerns that POFMA was being used by the ruling party to shut down political debate and dissent. As one academic observed:

I think the fear now is this is a slippery slope kind of situation where POFMA will be used as a tool for politically motivated censorship. During the elections, there were instances where it bordered on politically motivated censorship.55
Negative consequences of online misinformation

Participants in this project identified a wide spectrum of negative consequences attributed to the spread of online misinformation in Indonesia and Singapore. These included emotional harm to members of targeted minority and vulnerable groups such as the LGBTI community and women (in the case of misogyny); physical harm arising out of misinformation that incites violence; racial and religious based vilification; and public confusion and distrust resulting from citizens being unable to distinguish misinformation from fact.

Emotional and physical harm

Real world harm is more often associated with online disinformation rather than misinformation. But misinformation can also cause distress – for example, through online harassment and bullying – and physical harm through misinformation that incites violence, or adverse health outcomes due to false information about COVID-19 treatments or other diseases. Septiaji Eko Nugroho cited a video clip online featuring a celebrity with 3 million followers who interviewed a purported professor offering medicine to treat COVID-19. “But actually he’s not a professor, and it is not really medicine. It’s like herbal remedies.”

Andreas Harsono of Human Rights Watch for Indonesia agreed that misinformation could be dangerous and deadly. He cited the example of controversy and tension surrounding the re-election bid of former Jakarta governor Basuki Tjahaja Purnama (known as Ahok). He believed the public enmity toward Ahok – fed by the false claim that Ahok had blasphemed Islam – could have escalated: “To some extent, we were lucky the Islamists won (the election). If not, things might have been very ugly.”

A digital platform policymaker also saw first-hand how misinformation surrounding the 2019 general election in Indonesia could trigger violence

Impacts on election campaigns, political vilification

The potential of misinformation to interfere with election campaigns and political communication was a significant concern among participants in this project. While decades of research findings are mixed on the impact that the media, including social media, can have on voters’ decision making, respondents expressed strong views on the subject. Although Facebook has historically removed posts deemed to be disinformation, it was only relatively recently that it adopted a similar option for misinformation – specifically for cases where there is the potential for harm. A platform expert explained:

We saw that misinformation around the Rohingya crisis in Myanmar, and the Easter bombing crisis in Sri Lanka really led to people attacking other people. And we didn’t have the policy at the time to remove misinformation. And we don’t want to just remove content, you know, without a principled policy, so we created that policy, misinformation harm.

At the time of writing, the policy’s activation was confined to countries in Asia Pacific, Africa and the Middle East because of their specific requirements and limited digital literacy.

Misinformation in this region [APAC] is unique because, while obviously there are a lot of really bad things going on in the US related to misinformation, over here when people hear some rumours or a completely false story that has been debunked in many cases, people have lower digital literacy. Immediately, I think it could result in violence.

In Indonesia, the prevalence of political misinformation online tends to be highest around election times, with the risks and problems particularly acute in regional and local contexts. Technology platforms have found that working with trusted community-based organisations can help them detect early signs of trouble or the potential for misinformation campaigns to circulate. However, this can be difficult to achieve in remote and rural areas:
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Box 5.2 Ahok Case Study

After giving a speech in September 2016, Jakarta governor Basuki Tjahaja Purnama, known as Ahok, faced allegations of blasphemy against the Qur’an. Ahok, a Christian and ethnic Chinese, was claimed to have stated: ‘You don't have to vote for me and you probably won’t, if you've been misled by those using Surat Al Maidah 51 (Verse 51) of the Qur’an in a misleading way.”

This verse holds that Muslims should not let Christians or Jews be their auliya, often interpreted as “leader.”

While initial responses to the speech were muted, footage of the speech was uploaded to YouTube where it became viral. Crucially, the man who uploaded the video was eventually found to have incorrectly transcribed what Ahok had said, making it appear as though his remarks were critical of the Qur’an itself and not his political opponents who were allegedly using the Quranic verse to marginalise non-Muslim leaders.

Ahok’s comments led to massive and occasionally violent public demonstrations in Jakarta in the following months, where hundreds of thousands of Muslims called for his arrest for insulting Islam. In May 2017, Ahok was sentenced to two years jail and thus could not complete his term as governor. Since his release in 2019 Ahok has declared his career in government over.

In several ways this case encapsulates the political, legal, social and misinformation challenges that exist in Indonesia today. In legal terms, that Ahok was ultimately convicted for blasphemy, despite prosecutors opting to pursue the lesser charge of hate speech, raises doubts about the fairness of the judiciary and one’s capacity to access even basic legal protections.

The video supporting his conviction was initially not found to have been doctored by the court. The video was used as the primary evidence against Ahok to convict him of Blasphemy. Later in the year, however, the video uploader was found to have incorrectly transcribed the video of Ahok, misleading the public, and incriminating Ahok. The man was convicted under the ITE law for the act of tampering with the footage.

While it is difficult to confirm whether Ahok’s conviction was politically motivated, as some have argued, the vehemence of public outrage against him is seen to have caused Jokowi, his former gubernatorial running mate, to grow wary of the political threat posed by Islamist groups, leading Jokowi to increasingly quash opposition through the ITE law and further align with mainstream conservative Islamic organisations.

As such, a “political mainstreaming” of conservative Islamism has occurred, furthering Indonesia’s perceived shift toward illiberalism.

When it comes to sub-regional elections we don’t have partners there on the ground to flag misinformation that could potentially turn into real world harm. So these conversations need to be initiated.

Recognising this issue, Facebook has in recent years worked to develop partnerships with community groups in conflict-prone areas to cement its presence in lesser-developed provinces, strengthen its election integrity activities and to overcome the challenges of operating in a country with hundreds of languages, and where artificial intelligence technologies may not pick up early signs of disinformation and misinformation:

We select conflict-prone areas that intersect with regional elections in places like Papua or Ambon Island, which have a history of conflict, and we set up a smaller team of trusted partners and academics that we could potentially work with that could potentially flag to us early on misinformation that could surface. When we go to different parts, the misinformation is very much localised – it’s very thick on local context. That would not normally surface for someone that sits in Jakarta.

When it comes to sub-regional elections we don’t have partners there on the ground to flag misinformation that could potentially turn into real world harm. So these conversations need to be initiated.

Recognising this issue, Facebook has in recent years worked to develop partnerships with community groups in conflict-prone areas to cement its presence in lesser-developed provinces, strengthen its election integrity activities and to overcome the challenges of operating in a country with hundreds of languages, and where artificial intelligence technologies may not pick up early signs of disinformation and misinformation:

We select conflict-prone areas that intersect with regional elections in places like Papua or Ambon Island, which have a history of conflict, and we set up a smaller team of trusted partners and academics that we could potentially work with that could potentially flag to us early on misinformation that could surface. When we go to different parts, the misinformation is very much localised – it’s very thick on local context. That would not normally surface for someone that sits in Jakarta.
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A particular concern among interviewees was the tendency for politically-motivated misinformation to be weaponised against individual opposition candidates and their supporters, particularly in Indonesia.

They are attacking the candidate, not attacking the program... even attacking the belief of the people who support the candidate, like saying that this person is not Islam enough to be our leader or, as in the Ahok case in 2017, this person is 'kafir'. So that means if you are like him, you are not following the rules of Islam. The use of political identity as a way of propaganda is something that's more effectively used than criticising the political program.\(^70\)

Damar Juniarto observed this phenomenon in the actions of the “cyber armies” and “ militias” who engaged in trolling and “ doxing” (posting private information with malicious intent) of political opponents.

There's so many people being targeted. So we are working together with other organisations, we cannot do this by ourselves. That's why we are forming our national coalition against persecution to protect the people and ask the police to investigate and to (find the) organisations behind the attacks.

Political misinformation during election campaigns is frequently shared through informal and personal networks such as WhatsApp – the Facebook-owned platform that is very popular among Indonesians, and particularly prone to misuse. “In the context of the presidential election in Indonesia last year, the friendship groups (on WhatsApp) became a key source of political hoaxes,” said one researcher.\(^71\)

Tackling misinformation shared on WhatsApp is difficult because of end-to-end encryption of the shared content. Facebook has tried to overcome the problem by limiting the number of times individuals can share the same information. But this has had the unintended consequence of disadvantaging small business owners who have used WhatsApp to promote their goods and services. As a Facebook expert explained:

"We want to support the Indonesian Government to address misinformation. But one community that shouted the loudest when we actually made those adjustments are the small and medium businesses that thrive on WhatsApp. You can win in one area and lose in the other."\(^72\)

In Singapore, the prevalence of alleged online misinformation during election campaigns has raised different issues. Some observers have accused the Singapore Government of overreach in its attempts to combat misinformation in the lead-up to national elections in July 2020. While acknowledging that misinformation relating to elections is problematic, one academic said the Government was conflicted in its self-appointed role of overseeing and regulating election-related misinformation:

"There should be an independent group set up to evaluate false information in that election period, and then it should be disbanded. And that's it."\(^73\)

Similarly, for other forms of misinformation with the potential to cause harm (such as COVID-19 related false content), he recommended following the model spawned by Britain's Leveson inquiry – appointing a committee of experts from different sectors (such as medicine and academia) at arm's length from government to regulate the online space, and with the authority to order the removal of misinformation after it has been assessed.

Misleading the public

It is self-evident that online misinformation can mislead the public. But how much harm can it cause, and how effective are measures to mitigate it? As Pew Research Centre studies have confirmed, misinformation can make it difficult for citizens to determine real news from false information, affecting their capacity to make informed choices, particularly at the ballot box.\(^74\)

But as explained in the example below, correcting even harmless fake news can create confusion by reiterating the false information. This is sometimes called the "backfire effect".

**Box 5.3 Singapore: “plastic rice”**

In Singapore there is kind of a famous fake news, and it happens every now and then, of plastic rice, and the news will go around that, "hey, this rice is plastic, looks like real rice but plastic. It's being sold in the supermarket. Don't buy the rice from the supermarket because they are selling this plastic rice." So if you look at that, then the harm is not so serious. But, the thing about trying to correct information is that you have to tell people what the false information was. And I think the research in this space has shown that when you do that, some people believe the false information.\(^75\)

Racial and religious vilification

The case of former Jakarta governor Basuki Tjahaja Purnama (Ahok) provides a high-profile example of how online misinformation can be used to vilify individuals and groups on racial and religious grounds, sometimes for political purposes. Ahok’s Christian faith made him a target of hostile online misinformation during his last election campaign – and Andreas Harsono believes this was central to his defeat. More broadly, Septiagi Eko Nugroho says Indonesia’s ethnic and religious diversity, and related polarisation in political affiliations, is a significant contributing factor to the proliferation of online misinformation.
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**Targets: Civil activists, women and minority groups**

Community-based activists and marginalised groups – including women and people who identify as LGBTI – have been frequent targets for online attacks in Indonesia and Singapore. Damar Juniarto identified a number of “high risk groups” in Indonesia for online misinformation with the potential for harm. Most prominent among these were:

- Journalists
- Human rights defenders
- Anti-corruption activists
- Ethnic group defenders
- Women
- LGBTI community members.

SAFEnet recorded almost 40 reports of online attacks on members of these groups over a recent 12-month period. Juniarto said it was critical for civic groups to have direct lines of communication to digital platforms like Twitter, Facebook and YouTube to report online abuses, and to find timely ways to strengthen and protect targeted groups.

Direct reporting helps a lot. It is also very important if you know how things work inside the company. They have a long, long process to deal with misinformation, but they are willing to help to escalate our report.

**Country-specific problems**

Despite their geographic proximity, Indonesia and Singapore are vastly different countries in so many ways – including in how online misinformation manifests online. Journalist Kirsten Han observed that while “big level disinformation campaigns” were common in Indonesia, the bigger problem in Singapore concerned freedom of political expression.

**Geographic, cultural and religious diversity**

With its sprawling archipelago spread across five time zones, and its enormous cultural, ethnic, linguistic and religious diversity, Indonesia is an uncommonly challenging environment for technology platforms and governments seeking to deal with online misinformation.

Islam, the dominant religion, also has an important place in the nation’s wider cultural, social and legal fabric. This extends to the Government’s upholding of blasphemy laws and other Islamic tenets such as kafir, which effectively impose limitations on some types of online content and freedom of expression. As one Indonesian academic explained, this creates inevitable tensions between local and international community standards about acceptable content on issues such as pornography.

There is a tension between government and the international social media platforms because social media has their standards or community guidelines, but it’s produced for international needs. In some cases, Indonesians have specific needs that have to be contextualised with the local conditions. In Indonesia the definition of pornography is very different.79

Online hoaxes in Indonesia are frequently not just political, but disinformation and misinformation often is targeted against women. According to one expert, sexual harassment of females is prevalent on WhatsApp. To mitigate gender-based online harm, academic researchers have been working with women across four cities to identify and try to improve their media and digital literacy. The program aimed to train women to teach other women about how to recognise and deal with online misinformation, as well as hate speech and disinformation. Due to the pandemic and postponement of local elections in 2020, the face-to-face “train the trainer” sessions were conducted online: “We choose women who are already active, not only in the WhatsApp groups, but also active in their communities. So they become an engine of change,” the researcher said.

**Democratic deficits: Restrictions on freedom of speech**

In Singapore, the key demographic characteristic in the context of online misinformation is not religion, but the nation’s relatively large migrant population. This has manifested most recently in online campaigns that exaggerated the role of migrants in COVID-19 outbreaks.

Identification and management of undesirable content are key areas of tension between government authorities and social media companies. Demands by the Indonesian Government for content removal have sometimes created friction with social media companies, which have a range of alternative options for dealing with misinformation, depending on the perceived level of potential harm.

In some situations – often involving political tension and/or threats of violence – the Indonesian Government has acted to slow down or selectively shut down the internet on the grounds that certain content may “ruin the general
purpose of the society.” An example of this was when the Government blocked the internet in Papua in 2019 following days of protests against Indonesian rule of the province.

SAFEnet’s Damar Juniarto said his organisation closely watched governments in Southeast Asia that sought to interfere with citizens’ internet access, or to use misinformation as a reason to shut down or slow down the internet. However, he said SAFEnet’s vision for freedom of expression online to improve democratic participation needed to be balanced against the need for people to feel safe online. To help achieve this, SAFEnet had worked with Facebook and Google to monitor and report hate speech, with a particular focus on gender-based harassment and violence.

Andreas Harsono was also concerned about curbs on freedom of expression in Indonesia. “We are seeing the rise of Islamism in Indonesia, and we are also seeing the re-emergence of military and police roles in civilian life.” In this environment, religious and political issues were very sensitive, said Septiaji Eko Nugroho. One academic noted the prevalence of hate speech before, during and after elections.

Media and digital literacy

Media training and teaching digital literacy are considered important tools to help mitigate the harm caused by misinformation. However, given low levels of general literacy in Indonesia, it is difficult to increase media literacy to help citizens detect fake news, said Septiaji Eko Nugroho, Chair of fact-checking group MAFINDO.

Singapore, by contrast, has relatively high rates of both general and digital literacy, though less so among older citizens, said journalist Kirsten Han. Younger Singaporeans are much better at this because they are digital natives and they grew up with this. They seem to ask more questions about what they’re reading, (which) the older Singaporeans don’t do.

Han noted, however, that due to government controls over the media, high levels of general literacy did not necessarily equate with media literacy. “Local mainstream media is seen as controlled by the Government,” she said. This limited the media’s “fourth estate” function of holding the Government to account. Indeed, Han said that since Prime Minister Lee Kuan Yew’s time (1959-1990) there was an explicit rejection of the idea of the media being a “fourth estate”, because he said that an unelected media can’t have that sort of power over the government.
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She said it was also “hard to teach media literacy when the country has only one main newspaper. And you’re supposed to take that as truth.”

Government employees are ‘beholden’ to the Official Secrets Act, which precludes them from sharing information without authorisation, Han said. Hence, the tools needed to establish the truth were often held exclusively by the state, she said.

**Internet use and preferences**

In Indonesia, somewhere between 50 and 60 per cent of citizens have internet access, with about 95 per cent of the connected population having Facebook accounts. However, younger and urban Indonesia tend to prefer Instagram over Facebook. Other popular platforms include WhatsApp, Twitter, Netflix, YouTube and TikTok. COVID-19 prompted an increase of about 40 per cent in internet and social media use in Indonesia, according to one academic. And with more use comes more misinformation, said Septiaji Eko Nugroho. “We see misinformation on Instagram and also on TikTok.”

Apart from issues with encryption, some unique ways in which private messaging platforms are used in Indonesia make it more difficult to control, according to Andreas Harsono. Indonesian users tended to have more than one account, and WhatsApp groups could be as large as 250 people, presenting additional challenges for those trying to deal with online misinformation, Nugroho said.

The difficulty for us is that it is like a private communication. So we don’t really exactly understand the numbers. For Facebook, most of the contents are in a public space. So Facebook, Twitter and Instagram, I think are much easier for us to get some knowledge about their use.

Similar platform usage trends were observed in Singapore. One academic said about 40 per cent of recent survey respondents said that they used WhatsApp to get news, just short of the 50 per cent who relied on Facebook. While Chinese-speaking Singaporeans favoured WeChat and Weibo, younger Singaporeans were more drawn to Instagram, Twitter and Telegram.

According to Kirsten Han, it is said (in jest) that you get more politics on Facebook than in Singapore’s Parliament, because even the politicians rely on Facebook:

It’s quite common to see a government agency put their press statement on Facebook before they even put it on their website. Because that’s how it gets seen. And that’s how it gets shared, and ministers will openly rebut people on Facebook. The local press pick it up and just quote him off his Facebook post rather than in a press conference or interview. And so everyone uses Facebook. It is an important way to kind of reach people and see what they are talking about.

Han said Telegram was a favoured platform for political mobilisation, given government restrictions on public assemblies and other offline political activities.

---
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Conclusion

The definition of misinformation is contested. While it is often understood in opposition to disinformation, this distinction is not always clear. Some have posited a simple distinction – misinformation being a falsehood spread with innocent intent, and disinformation involving deliberate ill-intent. Yet social media platforms say it is impossible to divine the intent of the person posting content. So, when managing and categorising problematic content, their focus tends to be more on its factual veracity, and its relative potential to cause harm.

Governments in Indonesia and Singapore, on the other hand, while also strongly focused on potential harm (particularly in relation to issues like COVID-19) have been widely accused of applying self-serving political criteria when defining and identifying alleged online misinformation. This has put them in conflict with major platforms and civil society actors over what is and is not misinformation, and what should and should not be allowed online, particularly in the lead-up to political elections.

Other ambiguities and complications abound. For example, as the COVID-19 epidemic has revealed, misinformation about medical treatments can be spread without the intention to cause harm – meeting one definition of misinformation – but false cures may inflict serious physical harm. Likewise, true information can be harmful and used for political purposes, such as spreading innuendo and gossip.

These are but a few examples of the lack of clarity and consensus on fundamental defining aspects of online misinformation. The ambiguity matters because it signifies a lack of agreement and clarity about how best to address the problem. This can result in fractured or “silooed” approaches by governments and digital platforms to misinformation and disinformation. While governments have tended towards overreach (sometimes criminalising citizens’ inadvertent breaches of laws, and suppressing freedom of speech and dissent), platforms may have historically underestimated the harm of online misinformation and not addressed falsehoods or removed harmful content quickly enough.

Although Facebook and other platforms have refined their misinformation strategies, some changes have brought additional complications. For example, while removing fake accounts might seem desirable, it can have the questionable effect of suppressing dissident voices in countries under non-democratic rule. Fact checking to identify false content, while objectively desirable, is not only costly and time consuming, but needs to be better customised to deal with false content on encrypted sites such as WhatsApp.

Notwithstanding the lack of consensus on how to define, measure and mitigate misinformation online, clear unanimity exists about the urgent need to curb it in both online and offline spheres to improve the quality of information vital to the health and prosperity of communities and democracies everywhere.
CHAPTER 6

Tackling misinformation online and its challenges
Introduction

This chapter explores recent attempts by digital platforms and lawmakers in Singapore and Indonesia to tackle the problem of misinformation online. It considers the various issues – technological, political, demographic, geographic and legal – that surround this 21st century problem, and focuses on the effects, intended or otherwise, that measures taken to mitigate misinformation have had on civic society, democracy and the technology platforms.

We identified widespread fears that attempts to date by lawmakers to combat misinformation also hold the potential to undermine media freedom, free speech and democracy in both countries, and that governments and digital platforms face ongoing challenges in navigating this complex regulatory space. The chapter is divided into two sections. The first outlines what social media companies and governments are doing to manage online misinformation, according to interviewees. The second section examines ongoing challenges that both platforms and governments face tackling this endemic problem. We specifically examine the stated problems with the laws that deal with misinformation, including how these laws are perceived to be misused for purposes other than reducing online misinformation.
Section 1

Measures to tackle misinformation

Digital platform measures to deal with misinformation

Social media platforms have introduced a variety of measures in recent years to try to tackle online misinformation. In interviews for this project, digital platform experts involved in addressing misinformation detailed various approaches ranging from top-down to community-led, technical and social, restrictive and corrective, and human and non-human strategies. For Facebook, these community standards revolve around the areas of “Authenticity”, ensuring content on Facebook is authentic; “Safety”, ensuring users can participate in a safe online environment free of threats and intimidation; “Privacy”, the platform’s commitment to protecting personal information and privacy; and “Dignity”.1

There are at least 26 areas of concern that fit beneath these broad objectives of which false news is one and the issue most closely aligned with misinformation – the subject of this study. Under this section heading, Facebook outlines its three-pronged strategy to: “Remove” accounts that violate the platforms’ Community Standards (see below), or who engage (or claim to participate) in behaviours involving fake accounts or foreign or government interference.2 The measures discussed in more detail below, in alphabetical order, fit within Facebook’s three-pronged approach and were the most visible or known measures that digital platforms were using in Singapore and Indonesia to tackle misinformation as identified by the expert respondents.

Community standards

“Community standards” adopted by digital platforms, and agreed to by users, have been a primary resource to help platforms combat misinformation. By declaring types of content and behaviours that are admissible on platforms, community standards help people determine what constitutes misinformation, and how to distinguish it from illegal information and material that is simply contrary to the agenda of individuals or groups that oppose it.3 Facebook works with community service organisations (CSO) to convey its community standards. “We continue to train CSOs on how we look at our community standards and how our community standards look at misinformation,” but conceded that more “outreach” was needed, “especially for Indonesia,” to ensure the public and government understand how misinformation is regarded by the organisation.4

However, Kirsten Han, a journalist based in Singapore, said community standards on platforms sometimes lacked clarity. “When you get taken down [from using a platform] for violating community standards, no one actually knows why,” she said. “So, I think the platforms should be more transparent and work with local civil society more about these policies.”5

Artificial intelligence

Artificial intelligence (AI) is considered an indispensable tool in platforms’ efforts to detect misleading content that has the potential to be both harmful (such as false information about COVID-19) and to be disseminated rapidly and widely. AI is valued primarily for its ability to identify misinformation quickly. According to one digital platform expert, for any tool to be able to match the virality of misinformation, it “needs to be” AI.6 While effective AI systems are already in use, there was still a “need to be a lot faster” in tracking and tackling misinformation.7

The chairman and founder of the Indonesian civil society group tackling online misinformation MAFINDO, Septiaji Eko Nugroho, said a limitation of AI was local context and culture:

Sometimes what we see is the machine doesn’t really know the local context, especially for Indonesia where we have more than 700 languages, local languages, and some word meanings could be very different. A word could be very polite in one area, but very insulting in another.”8

---
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For this reason, human analysis of misinformation and inauthentic content remains essential, argued an Indonesia academic.11

Content removal, platform bans and feature limits
Academics and the technology platforms cited various tools that can be used to tackle online misinformation. These include the removal of content,12 fact checks (along with statements about false claims) and, in the most extreme cases, banning users who have repeatedly spread misinformation from a platform.13 However, only misinformation that risked causing “real world harm” tended to be removed quickly.14 For example, in reference to recent riots in Indonesia, one platform expert said:

The basis of what happened with those riots was actually misinformation… that led to real world harm. That’s why we could actually instantly remove the content… We don’t (usually) remove on the go… we would normally consult with our trusted partners on the ground.15

Misinformation relating to serious public health issues such as COVID-19 and vaccinations tends to be deemed harmful, as does racial and religious hate speech.16 One academic said that while platforms preferred less severe measures than content removal, the Government sometimes saw removal as “the best solution.”17 A digital platform expert said platforms reserved user bans for “the worst actors.”18

Tension between local norms and customs and broader considerations of human rights can also cause conflict between platforms and governments about what is misinformation and how to respond to it. A digital platform expert said:

It’s a difficult conversation to have with the Government… they get a lot of pressure [about the platform] not adhering to the local norms and traditions.19

Editor-in-Chief of Tempo magazine, Wahyu Dhyatmika, said it was not uncommon for the Indonesian Government to demand hoaxes be taken down from the platform or otherwise threaten measures such as revoking their licence to operate in Indonesia or legal action. This made the issue of “take downs” and user bans a complex one. He explained:

The tech platforms also get pushback from civil society if Government asked them to take down content that’s not necessarily misinformation but criticism towards the government. So they are really working on a thin line if they want to keep being an open platform for all voices. But, I suppose, they need to also obey the law and follow the government’s line. So it’s a very complex issue.20

Added to this complexity is the mixed quality of reports of misinformation sent to platforms by the Government. According to one digital platform expert it was hard to act on misinformation when the reporting is poor or the misinformation not well defined.21 Another issue is disagreements between platforms and governments over what constitutes misinformation.22 A possible solution to this was more independent fact checking.23 Platforms can also restrict features that have been used to spread information, or just “turn off” certain functions to prevent people abusing these features.24 But such measures can have unintended consequences for other users and uses, such as small business marketing (see Chapter 5 for more details regarding WhatsApp forwarding features).25

Digital literacy
Several interviewees identified teaching digital literacy to the general community as essential to combating misinformation in Singapore and Indonesia. One platform expert said:

For a country to be successful in clamping down on misinformation, they need to put digital literacy and ways to recognise misinformation in the curriculum. I think the answer is in people’s awareness… it’s like wearing a seatbelt so that everyone in the country will grow up knowing that… there’s a risk that you will find misinformation and be misled… if you use the internet.26

Recent campaigns aimed at educating Indonesian citizens on how to detect online misinformation were “very successful,” said another platform expert.27 Other measures included publicity campaigns to “teach people to think critically when they use the internet before they share anything,” and “train the trainer” programs, where the platform provides training to organisations, which in turn train other people in their communities.28 Another platform policy expert said the key was to teach people that not everything they see online is authentic. One way to do this was a general public education campaign in Indonesia:
We tried to educate the public on how they need to look at misinformation. We built partnerships with Siberkreası, a consortium of CSOs, academics and private sector that care about digital literacy, and delivered programs such as “Asah Digital”, aimed to educate students, parents and teachers to better identify misinformation using critical thinking and empathy. In the lead up to election we also ran campaigns on our platforms to tackle misinformation and had stickers around the city buses, all over Jakarta. And I hope [we] can continue these public education campaigns.²⁹

Anti-misinformation activist Septiaji Eko Nugroho endorsed a “multi-pronged approach” to digital literacy involving not just platforms, but governmental and community organisations involved in training the public.³⁰ He said MAFINDO collaborated with more than 100 organisations including civil society groups and government agencies to improve the public’s digital literacy through various targeted campaigns.

Fact checking

Technology platforms have initiated extensive third-party fact checking operations, which in Indonesia include the Indonesian civil society organisation (CSO) and fact-checking outlet, MAFINDO, and media organisations such as Tempo.³¹ In some cases, the platforms use other external experts, such as the World Health Organisation and other health experts for consultations regarding harmful COVID-19 misinformation.

Fact checking in Indonesia is dynamic, with independent media and CSOs collaborating with and receiving support from technology platforms (seven of which are signatories to the International Fact-Checking Network (IFCN) – a unit of the Poynter Institute dedicated to bringing together fact checkers worldwide), and government agencies.³² Platforms have also performed fact checking in Singapore, with a particular focus on election campaigns.³³

One advantage of fact checking compared to other anti-misinformation measures is that it allows platforms to correct false content while respecting users’ rights to publication. As one platform expert said, a correction allows the continued right to share content while “everyone has the right to know also that it’s been fact checked as false.”³⁴

However, fact checking is resource-intensive and expensive. Wahyu Dhyatmika, editor of Indonesian media company Tempo, described the challenges:

> Reporters can do five to seven news items per day, and our editors can get through 15 articles per day. But fact checkers sometimes only produce one fact checked article per day... it’s very resource intensive.³⁵

Another digital platform expert, noting the large volumes of misinformation online, said of third-party fact checkers: “They need to be very strategic in the type of misinformation that they want to debunk, because it does take a lot of work.”³⁶

Others said fact checking, though valuable, needed to be used in conjunction with other measures. Singapore-based journalist Kirsten Han said fact checking alone would not stamp out misinformation. But she believed more fact checking would help to shift accepted norms and remind people that they need to look out for misinformation.³⁷ In this way, fact checking may also serve as an educational tool for social media users and should be used in conjunction with digital literacy education.

False content warning labels

Platforms have also taken to using warning labels to alert users to content deemed to be false or unreliable.³⁸ One social media expert said labelling of misinformation and the “promotion” of correct information had been particularly focused on serious public health issues such as COVID-19 and vaccination.³⁹ With COVID-19, algorithms are used to highlight and prioritise credible information from bodies like the World Health Organisation and the Government.

Investing in quality journalism

Platform initiatives to support journalism communities such as Facebook’s Journalism Project and Google News Initiative and Twitter grants to media outlets were welcomed by respondents who thought the platforms had a role to play in supporting quality news online.

One academic said: “These projects where companies invest in helping journalism to survive are the kinds of models that should be replicated in this misinformation arena.”⁴⁰ Others valued the contributions and commitment platform companies had made to third-party fact checking. These outsourced roles also provided another stream of revenue for media outlets in difficult times for the business model of legacy media.

Public reporting measures and proof of accounts

Asking social media users to provide proof of identification aims to ensure transparency and accountability, said one digital platform expert.⁴¹ Providing features and avenues for users to report misinformation to platform regulators can also help with the detection and management of online misinformation.⁴² This can be particularly useful when dealing with private messaging applications such as WhatsApp, over which content regulation is made difficult by privacy and encryption controls.
Relationships between technology platforms

Technology platforms acknowledge and embrace their central role in combatting online misinformation. However, one social media expert expressed a desire for more transparency by platforms about their interventions and policies. And while there was general agreement on the need for co-operation between platforms, there were mixed views on the extent to which it occurs.

One platform expert said:

If we investigated and found certain bad actors that are pushing propaganda across our platform, we would share some of what we found with our partners, so that they can then further their own investigation and try to take down the network on their site as well.

Community organisations strongly support co-operation and information sharing between platforms. Damar Juniarto of SAFEnet recalled how he had shared a model of reporting misinformation introduced by one platform with other platforms. “It helps a lot,” he said.

Trusted partners and collaboration

Digital platform experts stressed the importance of collaboration with community organisations, local media, academics and governments to tackle misinformation. One said they would normally consult with “trusted partners” to validate what type of information is worth removing immediately. “We don’t really want to be the arbiter of truth.”

Trusted partners could reduce platforms’ burden of responsibility in the task of deciding which content to manage through fact checking activities. One platform interviewee said it was important that fact checking partners operated independently: “Ultimately it’s up to them… to validate whether that specific information is true or not.”

Another digital platform expert stressed the importance of collaboration between platforms:

I think collaboration and trust needs to be developed, and there needs to be proper information sharing across platforms because this information is not just on any (one) network.

Partner organisations also advocated a proactive role for platforms. The Indonesia-based head of the Southeast Asia Freedom of Expression Network (SAFEnet) Damar Juniarto said civil society groups could not tackle the problem of misinformation alone and that they had “asked the social media platforms to take responsibility as well.” Juniarto highlighted the potential for civil society organisations (CSOs) and platforms to work together to hold the government accountable for perceived regulatory overreach that could threaten freedom of expression and political discourse. This highlights how the agendas of platforms and CSOs (which are otherwise called non-government organisations, or NGOs, in Australia and some other countries) may intersect.

In Indonesia, social media platforms provide resources to media organisations for measures such as fact checking operations. An example of this is the fact checking coalition CekFakta, comprising 22 media companies, numerous CSOs such as MAFINDO, and is financially supported by the Google News Initiative, anti-misinformation NGOs Internews and First Draft. The coalition aims to create almost 100 ‘master trainers’ among journalists, and a curriculum to train another 4000 fact checkers, said MAFINDO head Septiaji Eko Nugroho.

Tempo, one of the media companies involved in CekFakta, through a separate partnership, had also established a team of health experts to help tackle misinformation related to COVID-19, according to editor-in-chief Wahyu Dhyatmika.

Despite these positives, one digital platform expert lamented the lack of consultation between the Indonesian Government and CSOs, compared to the “quite regular” consultation by the Ministry of Communications and Informatics with platforms.

To ensure that the conversation continues to develop in the right direction, maybe we should start holding public consultation... with the CSO communities as well.

The Indonesian Government has also been accused of asking platforms to remove content simply because they “don’t like” it, said Damar Juniarto.

The major platform companies also fund academic research to further knowledge about the nature of the problem and ways to mitigate it. Global funding rounds call for academics to submit proposals on particular themes. The companies also commission academics and research units for specific projects, including this report.
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Government measures to deal with misinformation

The governments of Indonesia and Singapore have both enacted laws specifically to combat misinformation online (see chapters 1 and 2 for more details). Pre-existing laws are also used to tackle the problem. While there is broad agreement about the need for government regulation of harmful online content, critics in both countries question the effectiveness of the existing laws and the ways in which governments have applied them.

Indonesia

There are several laws and proposed laws that attempt to deal with misinformation and disinformation in Indonesia. Below are the laws that interviewees referenced in their responses.

Revised Criminal Code

Proposed revisions to Indonesia’s near-century old Criminal Code – aimed in part at curbing the spread of online misinformation – have prompted widespread public outcry, including street protests in September 2019 (see chapter 1). Human rights activist Andreas Harsono said the revisions would lead to a “much more draconian” and discriminatory law. Proposals for a vote in Parliament on the draft Bill have been stalled at the time of writing following the protests amid pressure on the Government to resubmit a revised plan. Harsono was particularly concerned about what a revision would mean for religiosity and politics in Indonesia:

> The blasphemy law in the existing criminal code has only one article. In the draft law, the draft penal code, it will be expanded into six articles. You know, blasphemy is nonsense, that it is going to be expanded, slander and libel will also be expanded with longer jail terms. That’s why we are worried in the current climate. If Indonesia is to revise the Criminal Code, what is the current situation? We are already seeing the rise of Islamism in Indonesia. We are also seeing the re-emergence of military and police role in civilian life.55

Within the existing Criminal Code is an article pertaining to treason with the provision to jail alleged offenders for up to 20 years.56 Harsono said the article is used unjustly as a tool of the state to arrest and jail Papuan separatists. Amnesty International has recorded at least 77 prisoners of conscience detained on treason charges in Papua and Indonesia, including at least 20 people under city arrest.57

Papuans want to be independent of Indonesia or ethnic Moluccan who also want to be independent from Indonesia. They were sentenced between three and 20 years in prison for raising their flags. Now this draconian Criminal Code article is extended into the internet law (ITE), because, of course, in 1918 the internet did not exist. In 1918 it was mostly print and radio broadcasts, with broadcast TV also covered under broadcast.58

Information and Electronic Transactions Law

Indonesia’s Information and Electronic Transactions Law (ITE) was introduced in 2008 and revised in 2016. Harsono said the law is “basically an extension” of the Criminal Code as it applies to hate speech, slander, defamation and blasphemy to include online material.

> “Both of them are pretty ugly laws,” he said.59

SAFEnet’s Damar Juniarto said the ITE law is “misused” during election campaigns, especially to undermine rival political candidates by reporting them to police for allegedly breaching the law. This was hurting freedom of expression and democratic participation, he argued:

> “The misuse of internet laws is always increasing during the election time... freedom of expression in Indonesia is decreasing.”

A digital platform policy expert said the ITE law was problematic because:

> It contains a vague article that says something that could disrupt the harmony or stability in the community is illegal essentially. And so the Government has used that law to prosecute people for you know, all kinds of things that they post on social media.60

Editor-in-Chief of Tempo magazine, Wahyu Dhyatmika, said the main problem with the ITE law was a lack of transparency about how it is used and that it tended to be used in favour of government officials, not civil society. He argued:

> “There’s problem with transparency [of ITE] and also about the effectiveness of its legal methods to deal with misinformation. If it’s misinformation – the distributors may not knowingly distribute contents with regards to the impact or with its accuracy – then using laws just creates polarisation, it creates other problems in the society. It doesn’t really deal with the core issue that we are dealing with, which is the low rate of media literacy. And, you know, low trust in the government.”61
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Further, defamation – alongside libel, slander and blasphemy – is also covered by the Criminal Code and ITE law. As part of the general attack against online content deemed harmful, lawmakers and enforcers in Indonesia have also sought to limit and criminalise pornography.

**Personal Data Protection (PDP) Draft Bill**

SAFEnet is also concerned about a Cybersecurity Draft Bill before the Indonesian House of Representatives at the time of writing that ostensibly aims to enforce data protection and to punish data breaches with fines up to $20 million for corporations and seven years jail for individuals. It is said to be modelled on aspects of the General Data Protection Regulation 2016/679 (GDPR) issued by the European Parliament and Council of the European Union. However, Juniarto said the proposed laws (known as RUU KKS) contain provisions that would enable the government to suppress the spread of information by cutting data connections. It also threatened to sanction public opinion if deemed a cyber threat, without any judicial oversight. "I'm a little bit worried because they [the Indonesian Government] are not involving enough stakeholders to think together about this law. It is one-sided for the sake of the Government... not for the people," Juniarto said.

The Indonesian Government’s Communications and Informatics (KOMINFO) Ministry also counters alleged hoaxes and misinformation on its website. KOMINFO issued a statement on 4 November 2019 that a new regulation GR71 would fill a regulatory vacuum until the PDP was passed. This regulation provides measures to prevent the circulation and use of prohibited content including what the government deems as "negative content", among other uses. This includes online information that may "cause public disquiet and disturb public order." A digital platform expert said this proposed regulation on electronic system operators (ESOs) if passed will force platforms to meet short turnarounds to remove content if deemed inappropriate by the government.

The Government has taken the most conservative approach which is that if it’s misinformation that could potentially be a threat to the country, then it should be removed. I think what has been missing from this discussion, with regards to content moderation regulation, has been our friends from the CSO community. Not only are they the ones who will be impacted, CSOs will be able to provide a substantial input to the draft on trends and common issues.

**Singapore**

The law that respondents found most problematic in Singapore was the new 2019 law relating to misinformation and online falsehoods, best known as POFMA.

**Protection from Online Falsehoods and Manipulation Act**

The Protection from Online Falsehoods and Manipulation Act (POFMA) has been the subject of vocal opposition from many Singaporeans since it took effect in September 2019. Critics claim the law is ambiguous, has inadequate appeal mechanisms and can be used arbitrarily by the government to censor or silence its opponents.

Observers say POFMA was enacted in response to platforms’ unwillingness to remove some types of alleged misinformation at the request of the Government. The Government had previously been unable to convince social media platforms to remove content they considered harmful, such as opposition criticism.

One academic criticised the Singapore Government’s treatment of POFMA as "a panacea" to tackle misinformation online. While there was "a place for legislation and regulation," he argued "it should be a multi-pronged approach." However, he conceded that POFMA has been useful in mitigating misinformation relating to COVID-19 and hate speech.

Freelance journalist Kirsten Han said POFMA had increased the vulnerability of freelance journalists. She said that getting "POFMA-ed" or getting sued for defamation could disrupt the work of freelancers like her who lacked the resources to fight charges. "I wouldn’t have the benefit of legal counsel that a company will pay for," she said. Her situation contrasted with journalists in mainstream Singapore media outlets, which were mostly government-aligned and rarely sued for defamation.

**Other Singaporean laws used against misinformation**

Other laws used in Singapore in the name of fighting misinformation include sedition laws designed to prevent citizens or others displaying or enacting hatred, contempt or disaffection against the Government. Under this old 1938 law (updated in 1985), the intention of the offender is irrelevant. It has been used in the past to criminalise actions that were said to have a “seditionous tendency” and may attract fines or a jail term of up to three years. One critic said it added "another layer of problems in the implementation of regulations" to deal with misinformation.
An academic said Singaporean politicians also still “resort to civil and criminal defamation” against certain commentary. Singapore’s Broadcasting Act has also been used against perceived misinformation. According to one academic, the Act is among the laws used by the Government to censor political dissent.

Penalties and legal appeals

Critics of POFMA have raised alarm about the large costs faced by people who defy orders to remove misinformation, or who want to challenge such orders.

Historian and activist PJ Thum said mounting an appeal against a POFMA charge of spreading misinformation would cost around $1000 for a company. “The Government says it would be fast and cheap to appeal. A thousand dollars is not cheap to us.”

One platform expert said the appeals process has proven to take at least two weeks, which was particularly problematic because election campaigns in Singapore run for ten days. So, a successful appeal against a POFMA order about election-related material usually took longer than that and could not be resolved during an election campaign.

Kirsten Han took a similar view on POFMA: “There’s value in appealing just for the sake of showing that you don’t agree. But they use POFMA during the election campaigns. None of those appeals would have gone through fast enough to be in time for the election.”

However, Han also acknowledged POFMA has had some unintended benefits. The ever-present threat of her reporting being challenged under POFMA (or “POFMA-ed,” as critics call it) has forced journalists to always keep in mind the need for evidence to support a story. “It pushes you to find more evidence to support the story,” she said. An academic also said POFMA had been useful in managing COVID-19 misinformation and hate speech.

However, such positive angles about the various misinformation laws in Singapore and Indonesia were rare in interviews conducted for this project. Observers in Indonesia questioned the usefulness of strong fines and other penalties as a weapon against misinformation. One academic said the penalties had not had a significant deterrent effect. Despite a high number of cases in courts, there was still a lot of misinformation in social media, suggesting law enforcement is “not easy to bring.”
Section 2
Ongoing challenges

Challenges for platforms

Digital platforms face various technical, cultural, political and legal challenges in their efforts to mitigate misinformation. Observers from within and outside the platforms provide insights into these challenges in the following section.

Agnostic and cross-platform misinformation spread

The relatively free movement of content between platforms adds to the task of trying to mitigate misinformation and disinformation. One observer said the movement of content between platforms meant legislation or voluntary regulation needed to be “platform agnostic,” rather than targeted at certain platforms or platform functions, and focused “more on behaviours as opposed to content.”

When Governments talk about disinformation and influence operation, they will try to read into the motive of the people doing it. And we think that’s really hard, right? Like as a platform, users are users, we don’t know which ones are out to get people and if governments just simply tell us, “we believe these people are trying to interfere in our local discussion and civic discussion” and tell us to block these people. Then, that’s not straightforward.

Collaboration, trust and information sharing between platforms were also needed to deal with this cross-platform problem.

Geography, culture and language

The location of most of Indonesia’s social media companies’ headquarters in Jakarta presents problems when misinformation comes from other regions across the vast Indonesian archipelago, according to Andreas Harsono. The “Java-centrism,” due in part to the Indonesian Government barring platforms from opening offices in places such as Papua, meant platforms were not well placed to deal with misinformation issues in other regions.

One digital platform expert said that because misinformation can be “very much localised,” it might not be readily recognisable as misinformation to “someone that sits in Jakarta.” He said platforms needed to make greater efforts to bridge the geography gap:

When it comes to sub-regional elections... We don’t have CSO partners there on the ground to flag misinformation that could potentially turn into real world harm... So these conversations need to be initiated.

Differences between Indonesian cultural values and internationally-influenced “community standards” of platforms also create ongoing problems, according to one academic. For example, pornographic images considered acceptable in Western cultures were regarded as contraband in Indonesia due to its socially conservative values – highlighting the potential tensions between the values of digital platforms and the local populations they serve.

Language diversity – both between the values of digital platforms and internationally-influenced “community standards” of platforms also create ongoing problems, according to one academic. For example, pornographic images considered acceptable in Western cultures were regarded as contraband in Indonesia due to its socially conservative values – highlighting the potential tensions between the values of digital platforms and the local populations they serve.

Indonesia, where hundreds of indigenous languages are spoken across the country. One academic said the use of local languages on social media made it difficult for platforms to quickly detect problems such as hate speech, misinformation, radicalism, pornography and even indications of intent to suicide. Another observer lamented the lack of fact checking of regional media.

Damar Juniarto commended the platforms for supporting translation of SAFEnet’s fact checking work. He also noted that SAFEnet’s content was able to be widely translated and read using ClaimReview, the global tagging system. Fact checkers use it to identify their articles for search engines and social media platforms to use to promote and highlight fact checked articles. However, the continuing challenges presented by language diversity highlighted the value of platforms having partnerships with local actors.

Legal repercussions

Platforms can face potential legal repercussions resulting from their measures against misinformation and disinformation. One digital platform expert said the company had been threatened with lawsuits and, in one case, actively pursued over alleged reputational harm after labelling a group as a disinformation network. But such lawsuits were rare “because our process is very rigorous.”

Social media influencers

Platforms face unique challenges when high-profile users promote misinformation to their thousands or millions of followers. One digital platform expert said the company had been threatened with lawsuits and, in one case, actively pursued over alleged reputational harm after labelling a group as a disinformation network. But such lawsuits were rare “because our process is very rigorous.”

Social media influencers

Platforms face unique challenges when high-profile users promote misinformation to their thousands or millions of followers. One digital platform expert said the company had been threatened with lawsuits and, in one case, actively pursued over alleged reputational harm after labelling a group as a disinformation network. But such lawsuits were rare “because our process is very rigorous.”
Timeliness

Platforms say they face sometimes unrealistic demands from governments seeking quick responses to cases of alleged online misinformation. One platform expert says demands for quick action conflict with the platform’s need to ensure thorough and fair processes.90

We have a very rigorous process that usually takes several days, if not weeks, and in some cases, months, depending on the size, and the nefariousness of these networks.90

The digital platform expert expressed frustration at the eagerness of governments to “shut down those accounts in 24 hours” without trying alternative mitigation mechanisms first.

Another platform expert agreed:

There’s still a high expectation for us to remove (misinformation) very instantly. And that’s something that I feel like the regulator doesn’t understand. It can’t be as straightforward as that.91

Media and community group representatives sympathised with the platforms on the issue of time pressure. While wishing for a “fast response” to his requests for action, Damar Juniarto of SAFEnet acknowledged that “it takes time.”92 MAFINDO’s Septiaji Eko Nugroho said platforms had been “quick enough” in their responses to potentially harmful content, particularly during the pandemic.93 However, he said this had been made possible in part due to the active role of other groups such as MAFINDO in detecting and reporting online misinformation.

Challenges for governments

Laws being relied upon by the Indonesian and Singaporean governments to tackle online misinformation are beset with practical issues and obstacles to their enforcement – not least globalisation versus national sovereignty and unresolved debates over what defines misinformation.

Globalisation

Globalisation presents a major challenge to the effective implementation of national laws against misinformation – particularly when there is disagreement between countries on what constitutes legitimate content. The international reach of online misinformation limits the effectiveness of one country’s legal jurisdiction acting alone. And when there is disagreement across national borders about the nature of the content, this can raise potential diplomatic issues not only for governments, but for the platforms given the task of resolving them.

Journalist Kirsten Han questioned whether Singapore’s POFMA law could be used to prosecute foreign-sourced misinformation and disinformation:

POFMA is very effective if you’re using it against a local activist who has limited resources, and who is in Singapore and has to comply. But if you are actually talking about a foreign state launching a disinformation campaign… like what they say Russia is doing in the US, how would you use POFMA against that?94

Han cites the case of political dissident Alex Tan, the subject of several orders under POFMA, to illustrate the limitations of laws that seek to prosecute alleged misinformation coming from outside the country (see chapter 2 for details).

Law enforcement

Interviewees criticised the tendency of governments to prioritise law enforcement ahead of alternative, less drastic mechanisms to deal with online misinformation. Septiaji Eko Nugroho of MAFINDO suggested there were more effective measures that could be tried first.95 He supported the use of “restorative justice,” including local “social sanctions” and mediation as a “more persuasive and educational” approach than law enforcement, which he said should be a last resort.

A notable feature of the POFMA law in Singapore is its preference for corrections over content removals. This attracts mixed views. One digital platform expert, while generally concerned about POFMA, supported the Government’s approach of informing platform users that a post contains misinformation, rather than removing it.96

But an academic argued that the harmful potential of misinformation, particularly on an issue such as COVID-19, requires more stringent measures.97 He said:

It is not censorship if you remove or delete false information on health... The impact can be exponential... it should not be left on. And that is why I’m against the use of the POFMA.98

Critics also said the claimed intent of POFMA was at odds with the way it had been used by the Government to date. PJ Thum said definition of what constitutes a falsehood had been blurred:

It became very clear from almost the very first use of POFMA that it was about interpretations of statements, and that the Attorney-General’s chambers held the position that as long as any interpretation of a statement could be construed as false, the Government was entitled to use POFMA.99
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Political use of misinformation laws

Online industry insiders and other observers say the governments of both Indonesia and Singapore have used misinformation laws to censor or silence a wide spectrum of critics, with major implications for freedom of speech, media freedom and political democracy.

In Indonesia, interviewees for this project raised concerns about the targeting of opposition politicians, activists, journalists and bloggers under the POFMA law.102 Activist PJ Thum said POFMA had enabled the arbitrary use of government power against many groups and individuals: “Because the definitions and the discretion is entirely controlled by ministers, it’s impossible to appeal against this or push back against this,” he said.

In Indonesia, the ITE law was of particular concern. Damar Juniarto of SAFEnet said “misuse” of internet laws was particularly prevalent around election time. He also lamented a general rise in the influence of online misinformation on Indonesia’s political process dating back to 2012.

Septiaji Eko Nugroho of MAFINDO said that before the coronavirus pandemic, legal cases against misinformation were mainly about political issues, particularly around elections, and hate speech. However, he added that the laws were not just used against government critics: “Sometimes even big supporters of the President go to jail because of… misbehaviour issues in social media,” he said.

Others noted recent examples to illustrate the Indonesian Government’s use of the ITE law and Criminal Code to limit political expression. Andreas Harsono said Papuans and ethnic Moluccans were threatened with the law over their struggle for sovereignty, while an academic cited two instances in 2019 – the post-election riots and unrest in Papua – when the Government either slowed down or blanketed internet access for citizens as a way to mitigate the unrest.103

Targeting the media

Journalists have been key targets of misinformation laws in Indonesia and Singapore. One interviewee said journalists faced the risk of significant jail terms for their reporting in Indonesia.104 While noting that the Singaporean Government had not jailed anyone under misinformation laws, PJ Thum, who runs the independent media company New Naratif, said:

The Government can simply ban us. They can block access to our site. And because I’m a Singaporean, they can come after me and haul me into court and charge me with whatever they want under the law... And then they can come after New Naratif for up to half a million dollars. So these are the things hanging over our heads.103

Suggesting independent media organisations had received particular scrutiny, PJ Thum cited an example from the recent Singapore election campaign involving a statement by Chairman of the Singapore Democratic Party, Professor Paul Tambyah to which the ruling party (PAP) objected.

(The PAP) were very careful about it... they did not hit the Singapore Democratic Party or Paul Tambhay himself with POFMA, even though he was the source of the statement. They hit the outlets which reported his statement, which means he had no standing to appeal. Only the media outlets could challenge it. And given the very short election period... by the time that (media outlets) appeals, the election was pretty much over. So I do feel that this did sway the results against Tambyah.104

The ruling party has used a number of regulatory measures to rein in Singapore media companies and journalists. Kirsten Han said the party’s presumption of control over what constitutes a falsehood, combined with the lack of freedom of information, made it hard for journalists to circumvent POFMA orders. And the costs of appealing against such orders could be prohibitive for freelance journalists and independent media companies.

Critics say the ruling party has also tried to censor media organisations by “gazetting” them as political organisations, which means they are banned from accepting money from foreigners and forced to declare all donations. Thum said New Naratif had sought to circumvent these issues by registering offshore.

Han has worked around the “gazetting” problem because she works independently and writes for international publications. This allows her “to write a report about Singapore outside of government control.”105

In Indonesia, Wahyu Dhyatmika said Tempo had been on the receiving end of multiple complaints to the Press Councils and sometime lawsuits from government ministers.106 In another instance, after publication of a critical investigation into the Indonesian Government, Wahyu Dhyatmika said his site was attacked and “bullied by bots” in an orchestrated cyber-attack. While he couldn’t prove the Government was involved, he said the timing of the attack soon after publication was suspicious.

Censorship, self-censorship and freedom of expression

Critics say the introduction of laws such as POFMA has had what one called a “chilling effect” on public discourse in Singapore. One academic feared self-censorship will increase as POFMA is deployed to censor political dissent and alternative views.107

PJ Thum said the fear of POFMA orders was already affecting media practice. He cited the typical example of an editor wanting to print something in the public interest, but the author resisting because they don’t want to get “POFMAed.”108

Thum said regulations that pre-date POFMA in Singapore had already acted as a deterrent, particularly for
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independent media. “Even if POFMA disappeared, you’d see no new media start-ups for social-political issues because of the fear (of) the regulations.” The main problem with POFMA, he said, was its contribution to a culture of self-censorship:

A lot of these laws create fear so that people end up self-censoring. So the Government can say that they didn’t do anything. They didn’t actually apply the law.110

Kirsten Han said of her own practice: “There is definitely kind of more apprehension and hesitation... I definitely have found myself hesitating on some stories.”

In Indonesia, Wahyu Dhyatmika observed more caution among people engaging in online discussions:

You can see it from chats, response or comments that we have for our content on social media. The commenters, the users will remind each other, ‘careful with your comment. Don’t post anything that’s sensitive, because who knows what will happen.”111

Interviewees in both countries cited anti-misinformation laws as a restraint on freedom of expression and democratic discourse more broadly. The use of POFMA during the 2020 Singapore elections was a case in point. One academic said:

The Government used laws, and sometimes quite bluntly, to coerce the technology companies... to remove posts... during the elections.112

The Government had also invoked POFMA to pressure political parties to remove or retract what they had said about the government planning policies.113

In Indonesia, activists fear proposed changes to the Criminal Code will increase the Government’s powers to suppress free speech. Another civic rights activist, Damar Juniarto of SAFEnet, cited proposed limits on criticising the Government, saying the Bill was designed to benefit the powerful over the people.114

But one academic believed the public also need to appreciate their responsibilities when it came to free speech:

There is a grey area between freedom of expression... (and) how to be an active and also ethical digital media user or digital citizen. Sometimes people interpret freedom of expression to mean freedom to say anything, but they forget that it should be in an ethical manner.115

Declining quality of debate

Interviewees blamed the use of misinformation laws, and the resulting restrictions on free speech, for a general deterioration in the quality of public and political debate in both countries. One Singapore academic sensed the Government wanted to use POFMA to “stop debate,” leading to the loss of a democratic contest of ideas.116

PJ Thum said the Singapore ruling party “hates” foundational elements of a functioning democracy such as “a critical citizenry (that) asks questions of the Government... they prefer to write laws which just give them vast sweeping amounts of power, and just tell people to just blindly listen.”117

Interviewees also lamented a decline in the standard of public debate in Indonesia, which they blamed in part on the use of misinformation laws to persecute journalists and to control the free flow of information online.118

Lack of transparency

Critics also cite a lack of transparency surrounding the use of misinformation laws. Central to this issue is unequal access to information, favouring governments over their populations. Kirsten Han said:

In Singapore... there’s no freedom of information laws. So the Government holds pretty much all the cards in terms of data. So I can say something, and they go, ‘that’s not actually true, because our data shows this,’ and then I can’t do anything.119

One academic also questioned the transparency of the appeals process under POFMA, despite it being portrayed by the Government as inexpensive and accessible.120

Similar concerns have been raised about Indonesia’s ITE law. Wahyu Dhyatmika of Tempo said, “the problem is sometimes... there’s no transparency about how it’s being used.” While action is often taken when government officials allege misinformation and disinformation, members of the public lack the clout to get such action taken on their behalf.

The backfire effect

Some observers believe Singapore’s ruling party has damaged its standing with the public by appointing itself the arbiter of truth under POFMA. PJ Thum points to the PAP’s poor election result in 2020 as evidence that the Singapore public “are not going to put up with” the use of laws such as POFMA to suppress democratic rights. He hoped its relatively poor poll result for a party in power since 1959 would encourage the Government to restrain its actions in future.121

Critics believe the use of POFMA to combat misinformation on private messaging platforms may also have backfired on the ruling party. Kirsten Han said that to issue a POFMA order against such content appeared not only impractical, but counter-productive.
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“because that means you’re actually going to be amplifying the falsehood that you’re supposed to fight.”

One digital platform expert said "the vast majority" of POFMA corrections during the election campaign were issued in response to criticism of either the Government or government policy.

Kirsten Han said:

It didn’t seem like POFMA orders were taken that seriously... it feels like people see POFMA not as a fact checking tool but as a political tool... It’s definitely not escaped notice that no PAP politicians have been POFMA’ed. It’s always opposition politicians, and its mainly independent news sites.

PJ Thum agreed that this approach may have backfired on the Government:

I think people have reached a point where they realise POFMA is really a tool by the Government to silence its opponents and to make sure its version of narratives gets perpetuated.

In both Singapore and Indonesia, a perceived lack of transparency around misinformation laws was seen to have contributed to decreasing trust in governments. As PJ Thum argued:

If we don’t trust the Government to regulate appropriately, if we don’t have trust in their motives, then any regulation is greeted with hostility and seen as... the Government trying to interfere with our freedom of speech.

One Singapore academic said the continued use of other laws against misinformation alongside POFMA had bred distrust. It suggested that POFMA was “not strictly necessary” – and raised questions about the Government’s justification for its introduction.

Religious vilification

The central role of religion in public and political life in Indonesia is claimed by critics to have added to the discriminatory nature of misinformation laws. Andreas Harsono cited the case of a Christian politician who complained about discriminatory regulations made "in the name of Islamic Sharia,” and who was subsequently reported to the police by an Islamist group for alleged blasphemy.

Another well-known case of blasphemy law being used against a religious minority involved the former Jakarta governor Ahok (see chapter 5). Harsono believes the use of the law against Ahok in 2017 caused his election defeat. In this context, Harsono held grave concerns about changes proposed to Indonesia’s Criminal Code: “The current draft [of] the Criminal Code is made in compliance with the Islamic Sharia. It will discriminate against minorities.”

---
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Conclusion

This chapter examined recent measures that social media and governments have taken to deal with misinformation online. Notwithstanding some vexed questions about definitions of misinformation and disinformation, as explored throughout this document, interviewees identified a range of platform measures and laws that have been enacted to deal with this harmful social problem that impacts on democratic health.

For platform companies, these measures range from removing harmful actors and their content and fake accounts; reducing repeat offenders’ access to platform features and platform users’ exposure to low-quality content; and informing users of unreliable content (not suggestive of causing real-world harm) by using independent fact checkers to label it as false and downgrading its spread. Also in the arsenal of tools was using non-human (AI) and human partners, such as trusted civil society groups, to detect and forewarn the platforms of emerging misinformation campaigns. The public also plays an important role in reporting online misinformation with mechanisms to alert the platforms of content that deviate from its policies and community standards. These documented community standards enable social media companies to articulate their expectations of online behaviour and content to users.

These measures highlight the multi-pronged approach needed to tackle a complex problem and they underscore the importance of working in partnership with users and civil society. Clearly, there is also a need to work cooperatively with governments and other platform companies if the endemic problem of misinformation is to be mitigated. As this chapter has shown, there are still mighty challenges for platforms to work through to make progress in the battle against misinformation. These include physical hurdles such as working across political jurisdictions, vast geographies and different languages. Different government definitions and expectations of timely responses to misinformation and disinformation are often at odds with the platform companies’ capacities and understandings. One possible solution is working more closely with other technology companies and different in-house divisions to deal with transnational and cross-platform misinformation. This again raises important questions about the need for clear definitions, and how to deal with different types of false and misleading content.

Even harsh critics acknowledge governments have an indispensable role to play in combating online misinformation. But the experts interviewed expressed less confidence in governments’ ability to be both the arbiter and enforcer. This chapter has shown that the legislated approach to tackling misinformation in Indonesia and Singapore has prompted widespread concern that the mandated “solutions” can produce similar effects to the original problem by undermining media and political trust and free speech in both countries. As has been discussed, some of these consequences, such as suppressing political dissent, can serve government interests; while other adversities such as criminalising those who inadvertently spread misinformation, may be unintended. In any case, the limitations of the legislated response to tackle online misinformation highlights important considerations for Australian law and policymakers to consider in their pursuit of regulating misinformation online. Chief among these questions is how to balance responsible speech with free expression without overreaching and damaging a vibrant democracy.
Introduction

Policy makers seeking solutions to the rampant spread of online misinformation face formidable challenges. The starting point for any plan to deal with online misinformation must be recognition of the need for a multi pronged approach – and for cooperation between key stakeholders.

The multiple layers of complexity that define this global problem defy simple answers.

These are among the main conclusions to be drawn from extensive interviews conducted for this project with digital industry experts, academics, media professionals and others with specialist knowledge of the online environments of Indonesia and Singapore. While individual ideas for how to tackle the issue vary significantly, broad consensus exists on the need for multi-faceted strategies involving all interested parties, including government, the technology industry, the media, and community-based organisations. The scope of suggested initiatives was extensive – from active programs to enhance digital literacy and journalism standards, to increased collaboration between digital platforms, more transparent and inclusive government policy-making and, crucially, a quest for consensus on the vexed issue of how to define online misinformation. Some of the suggestions are already active or are being developed. This chapter outlines some of the main proposed remedies from the perspective of those interviewed.

Common definitions

Ambiguity about what defines misinformation, and how this relates to considerations of free speech, is a recurring theme among those seeking and proposing solutions to the scourge of online misinformation.

Some observers see the resolution of this confusion as a necessary pre-requisite to tackling the issue. Singapore-based journalist Kirsten Han believed digital platforms needed to take more of a lead, saying they “should be clearer about their content standards,” which in turn would clarify behavioural expectations on users. Han said the platforms could do this by adopting uniform international standards on human rights and free speech rather than arriving at their own definitions.

One Singaporean academic said the Singaporean government, like other nations including those in the European Union, were still unclear about what is “deemed as a falsehood or as misinformation and disinformation.” Part of this uncertainty, the academic noted, was a function of the newness of regulating online misinformation and disinformation, and ideas were evolving.

A social media expert said journalists, policy-makers and regulators, including the EU Code, often conflate misinformation with disinformation:

When they start conflating all these different issues, it makes it really difficult for anyone to be able to then decide on what the actual issue is. So in order to come up with a solution, we try to have very clear definitions about what we are talking about. So when it comes to talking about any kind of misinformation regulation we really fight for clarity as to what problem we are trying to address before we can even start developing any kind of regulation.

Facebook’s approach is to deal with disinformation by focusing on actors, behaviours and content. Disinformation involves actors and behaviours and what it also calls “coordinated inauthentic behaviours” (CIB). Tackling misinformation focuses on content, to remove false claims online working with third-party fact checkers and comparing how content sits alongside its community standards and policies.

However, the company concedes that misinformation and disinformation can involve the same content. A problem with content-based approaches is that it is not systemic but a “whack-a-mole” approach. The social media expert said the company was more effective when it examined actors and behaviours because then it could see breaches against platform policies and remove pages, their contents, and networks.

---
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Digital literacy

Improving citizens’ media and digital literacy was advocated by all groups and individuals involved in this project. Education was pinned as being at “the centre” of any multi-pronged approach, with “incentives to educate the public and get the various stakeholders involved about disinformation, misinformation and fake news.”

Digital literacy was seen as a valuable bulwark against misinformation because it encouraged people to “use critical thinking before they share a specific type of content,” as one digital platform expert put it. In this way the problem could sometimes be mitigated in advance. Indonesian activist and head of anti-misinformation group MAFINDO Septiaji Eko Nugroho likened education in this context to “immunisation” and “inoculation.”

This approach would focus on the “the psychological aspects” of preparing people in advance to avoid being “misled by misinformation.” The approach, which he said was still in development, would seek to “fight misinformation with information” and could be particularly applicable to situations such as the COVID-19 “infodemic.”

Singapore-based academic and activist PJ Thum said that Singapore had always proceeded on the “impossible” premise that, “we can regulate anything, if we just write the laws well enough and if we are given enough power and if you trust enough in our benevolence and our intelligence.” He believed the development of more “critical minds” among citizens through media literacy would reduce the need and scope for governments to claim sole responsibility for regulating the problem, and therefore make it more difficult for them to justify some of their more contentious measures.

Amid broad agreement about the value of digital literacy, different suggestions emerged on how it should be pursued. One academic suggested all stakeholders, including technology platforms, should be given incentives to invest resources in education of “the masses.” Another academic with experience in conducting digital literacy programs in Indonesia proposed a nuanced approach. “I always say that you have to be not only smart using the digital media, but you have to be wise and also ethical. And it’s not easy to ask people to be ethical.” For these reasons she said the design and implementation of digital literacy programs needed to consider a variety of contextual factors beyond the education itself.

There is a tension between government and the international platforms because social media platforms have community standard or community guidelines, but it’s produced for international needs. Indonesians have specific needs that have to be contextualised with the local conditions, especially in terms of for example pornography. In Indonesia, the definition of pornography is different in terms of community standards from international social media platform guidelines.
A digital platform expert with experience in digital literacy programs in Indonesia criticised approaches that had so far focused only on “niche markets.” What was needed, he said, was “a massive campaign and to really educate the masses.” While acknowledging the success of initiatives in which he had been involved, he said they were expensive and largely deployed during election campaigns. “I feel like we need a program that is much more sustainable, that continues to surface whether there is an election or not.”

Another observer, Septiaji Eko Nugroho, proposed a “curriculum” to guide future educational efforts. This would include teaching citizens “lateral reading” – a self-sufficient verification method as outlined in one of Stanford University’s free online curriculum resources. Researchers worked with classroom teachers to produce a curriculum aimed at civic online reasoning skills (COR). These skills enable students to search for, evaluate and verify information. The materials are free online at https://cor.stanford.edu. Similar approaches, including “train the trainer” programs that give adult citizens the tools to educate others, were also supported. A difficulty with this approach is low levels of general literacy and dealing with different languages, including within the one country such as in Indonesia. Notwithstanding the challenges, Septiaji Eko Nugroho saw merit in teaching digital literacy through the school system.

A Singaporean academic argued that more government and platform resources needed to be committed to public education about low-quality online information and incentives put in place to encourage the platforms to run these education campaigns. “I don’t think there is incentive enough for the platform companies to invest in more tools in educating the masses. I would like to see more resources devoted to education from all stakeholders.”

Transparency

Interviewees advocated more transparency – not just by policy and law makers but also news organisations, journalists and digital platforms to assist the fight against online misinformation. One Singapore-based academic argued that governments needed to more “clearly and transparently” communicate their laws to the public.

Others said it was also incumbent upon non-government actors to be transparent. PJ Thum argued that since “everyone who reports has an agenda,” it was important that “you yourself are aware of that agenda, of your own biases as a human being, as an organisation, as a platform, whether you’re honest to yourself about your blind spots, your subjectivity, but also whether you’re transparent about that with others.” A high level of transparency may help prevent citizens from being misled by misinformation disguised as objective fact, he said.

Damar Juniarto of SAFEnet, said digital platforms’ transparency reports such as Facebook’s twice-yearly reports were an important step for civil society groups to check on government demands to take down online information that “they don’t like.” He said, “This is something we need to look deeply and closely at.” He said the platforms’ transparency reports revealed when the government applied a “forceful approach” to the technology platforms to remove content, allowing his organisation to scrutinise such actions.

---
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Inclusive process

Several contributors to this project recommended more involvement of non-government actors and civil society in the policy-making process. PJ Thum argued that a lack of public consultation in law making would inevitably result in “imperfect” laws that would be open to exploitation by government for political purposes.

Public input could not only help remedy these flaws, but improve public confidence in institutions:

What you need is a robust way of creating those laws and regulations which is open to scrutiny, which seeks to encompass as many different voices as possible, which has people who are accountable, which is representative, and which is transparent in how it’s made. And once you have a very robust way of creating these laws and regulations, and that encourages people to participate in their creation (and) ensures that all these different viewpoints are heard, that itself… makes the law as robust as possible… it gives people more faith in the intent of the law, in the intent of the people behind it.

For Thum, the key to resolving the “crisis of faith” in governments, their intentions and “the system itself” is “to make sure that everyone feels like their voice is heard.” A flow-on effect of a more inclusive law-making process would be the public educating themselves on regulatory challenges and taking on greater responsibility for their resolution. This in turn would help governments, as the public would not be “so quick to get angry or point fingers when things go wrong… but instead say, ‘okay, we need to go back and participate in the reformulation and rethinking of new regulations’ and find ways to then improve these laws.”

One social media expert said ‘continuous public consultation’ has often been the missing link in Indonesia. However, Septiaji Eko Nugroho said efforts to correct this deficit were underway. He endorsed collaborative partnerships between civil society organisations (CSOs), government agencies, media organisations and digital platforms, such as those MAFINDO had established to improve fact checking, deliver digital literacy and monitor elections, among other activities. “We need to tackle [misinformation] with what we call comprehensive efforts or a multi-pronged approach,” Nugroho said.

Working with civil society and academics

Several participants advocated governments and digital platforms develop more collaborative working relationships with civil society groups. While recognising that “different contexts around the world” would complicate this task for digital platforms, Kirsten Han said this should not stop them being more transparent with local communities about their content policies. This was particularly necessary when governments exploited platforms’ policies to sideline civil society organisations (CSOs) from participating in public debates online.

She cited a case in which a social media platform’s new “accountability policies about who can share and boost political content” inadvertently led to the exclusion of civil society groups. Han explained that social media platforms did not quite take into consideration the local context when they rolled out their policy.

So there was this policy that you would have to be a locally registered group to boost political content — but this only works in an environment where registration is democratic, which it isn’t in Singapore because the government can choose to disallow particular groups from registering.
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This policy was also problematic for media outlets and journalists. Han explained:

I was an editor-in-chief of a Southeast Asian platform that was founded by Singaporeans, but we were not allowed to register in Singapore because (the) Government claimed that we were foreign interference. And this happens a lot in Southeast Asia, that human rights and activist groups are not registered because the Government for political reasons do not allow us to register. Platforms have acknowledged the need to work more closely and productively with civil society groups. A digital platform expert said he valued “having a trusted partner ecosystem, where I feel confident enough that they can report things directly to me or my team… before bad things can happen.” While the trusted partner ecosystem was still “a work in progress,” he felt his platform and CSOs “we’re in a much better position now” than two to three years ago.

Septiaji Eko Nugroho believed civil society’s contribution could be particularly valuable in a “hierarchical” country like Indonesia, where authority figures such as religious leaders or celebrities had “more power to spread the message.” Civil society groups could facilitate networks between influential people such as local leaders, journalists, and academics, “so that if there is possible disinformation then they can help us.”

He related his experience in 2018 during the West Kalimantan regional elections, when MAFINDO set up a “hoax crisis centre” and a related website, bringing together people from the Government, religious leaders, journalists and police, “and then we educated them (about what) we needed to do… when there is misinformation coming before or after the elections.” The centre provided clarifications on suspected misinformation, including about religious and ethnic issues. Nugroho asserted that “nobody” could have achieved this without the help of MAFINDO.

Tempo editor-in-chief Wahyu Dhyatmika expressed similar sentiments, saying “we need a road map that everyone can agree on.” He said efforts at collaboration to date had been disjointed, with civil society creating its “own ecosystem” comprised of “mostly media and civil society and not connected to the Government or law enforcement.” Independent civil society groups were also seen to have an important role in helping to identify and remedy unintended consequences of either government or platform-generated misinformation policies. Kirsten Han cited the example of Google’s recent decision in Singapore to ban political advertising. She said the decision disproportionately impacted on smaller political parties that relied relatively heavily on online advertising. In another case of unintended consequences in Indonesia, small and medium business groups alerted WhatsApp to problems with its new limits on forwarding messages, which had negatively affected the ability of businesses to market their products.

Public interest journalism

Improving journalism standards and providing the public with access to credible news online was advocated as a potentially valuable tool in combating online misinformation.

Wahyu Dhyatmika said Tempo’s international reporting collaborations had “strengthened our credibility and reputation,” which had improved engagement with audiences and, in turn, would lead to more people alerting them to suspected misinformation as audience size and audience trust increased:

I think it comes down to how engaged your audience (is) with you in the newsroom. Because then you will be able to detect any misinformation early and try to counter it early. And that’s better than waiting for it to become viral.

Dhyatmika also highlighted the value of fact checking operations in media companies as a part of the fight against misinformation, while digital platforms that supported fact checking were commended by one academic for their apparent willingness to tackle the problem. Dhyatmika advocated the introduction of fact checking at more media outlets, particularly local outlets where it was “not that widespread yet,” to enable more detection and countering of misinformation “early on.” Platforms’ investments in journalism projects such as Google News Initiative and Facebook’s Journalism Project were commended by respondents. One academic said these projects help quality journalism survive and would like to see these models replicated by other technology companies.
Collaboration between technology platforms

Greater collaboration and information sharing between technology platforms is seen by some industry figures as a necessity in the fight against online misinformation, given the ubiquity of the problem. A digital platform expert suggested more cooperation would require a shift in attitudes by some platforms towards others. While platforms might be competitors in business, in the information space they were “friends.” He proposed legislation to facilitate collaboration, saying: “Legislation should focus on... how civic society, journalists and platform and tech industries could work together to develop best practice.”

However, a social media expert said cooperation was more common than what might be known by the public. When one digital platform unearths a disinformation campaign they share it with the others. “There’s constant engagement that takes place between us and all the other industry partners in this space of disinformation.” The expert said Europe was the most advanced in information sharing with intelligence authorities and between the technology platforms such as Google, Twitter, Facebook, Microsoft and Reddit. This coordination included annual conferences to share intelligence about disinformation threats and to exchange information:

In this way we can then tackle the problem together because we know that collaboration with our industry, partners, governments, civil society, and even academia is really key to solving the problem. Less clear was how coordinated communications between industry and other allies were in the Asia Pacific. As another digital platform expert in the region stated:

It’s very seldom that we partner with other social media platforms. It’s almost as if we just have to own the problem ourselves and address it head on, whether it’s directly with the regulator or in partnership with the CSOs. But, I think the key is not so much partnering with the folks in the industry but partnering with the CSO partners... that’s the approach that we have taken so far.

Conclusion

Central to the recommendations to manage online misinformation is the need for agreement on definitions, so that those trying to find remedies are actually addressing the same problem. It is not clear that this has been the case to date. From the interviews it was also clear that mitigating misinformation requires a multi-pronged approach.

Digital education programs cannot be done in isolation without efforts to reduce false information and remove harmful content. The experts also agreed that such a complex problem requires the involvement and cooperation of different actors, ranging from civil society organisations, academia, journalism, digital platforms, government and policy-makers. Likewise, any regulatory initiative to address misinformation online needed to include those with grass-roots experience about the forms in which it appears, as well as those with specialist knowledge such as policy-makers and academics. Inherent in the duplication of recommendations was the need for the different parties to communicate to the public about what they are already doing about false news online and why.

33 Interview 4
34 Interview 4
36 Interview 13.
37 Interview 4.
Concluding analysis

The globalisation of digital communication technologies in the 21st century has delivered unprecedented opportunities and challenges. It promised a more inclusive digital public sphere, with the internet playing a democratising role to enable citizens from around the globe to come together. It also changed the ways in which we think about news. As New York academic Jay Rosen famously wrote, “the people formerly known as the audience” are now both consumers and producers of content.¹

The rise of the digital technology giants has overshadowed the cultural power of legacy media. Facebook, Twitter, YouTube and others have provided the means for anyone with an internet connection and a keyboard, smartphone, camera or voice-activated software to participate in creating and exchanging news and information.

This report deliberately focuses largely on the challenges, not the opportunities, of these profound developments. Supported by detailed case studies of the experiences of Indonesia and Singapore, we have examined how global communication networks have facilitated the prolific spread of online falsehoods – primarily misinformation and disinformation – to create what academic Claire Wardle describes as a world-wide phenomenon of “information disorder.”² We have explored the potentially far-reaching consequences of the spread of online misinformation, and how governments and technology platforms have responded with various measures to tackle the problem.

The report finds that misinformation, even when transmitted innocently, can have detrimental consequences, ranging from undermining democratic processes and public health and safety, to inciting violence against minorities and other vulnerable groups and individuals. In cases when it leads to harm, misinformation can overlap with disinformation, which for the purposes of this study is regarded as false or manipulated content that causes political, personal or financial harms.³

Misinformation’s pernicious spread has made it a top-level policy concern for governments around the world. In Australia, the Morrison Government, acting on the recommendations of an inquiry, has instructed the digital technology platforms to implement a voluntary Code of Disinformation by 2021. The findings of this study aim to assist public debate surrounding the development of the code.

In pursing remedies to the spread of online misinformation, governments in liberal democracies like Australia face the considerable challenge of trying to strike a balance between mitigating harm, and preserving basic democratic tenets such as pluralism, freedom of expression and media freedom.

Governments have choices in how to respond. This report highlights the mixed and sometimes negative experiences of two Asia-Pacific countries that have chosen a legislative pathway. Others, such as the European Commission, have so far opted for voluntary regulation. The benefits and drawbacks of Europe’s approach feature in chapter three. These choices come at a critical time – when media and political freedoms once taken for granted appear to be under threat across the globe. Both illiberal and liberal governments have presided over 14 years of what the democracy activist group Freedom House describes as an “assault” on democracy and pluralism. The group warns that digital platforms and social media are the new frontier in this world-wide attack on freedoms.⁴ The majority of countries that have opted for fake news laws already restrict their citizens’ political rights and civil liberties, and are considered “partly free” or “not free” on a democracy scorecard. Singapore (with a score of 50 out of 100) and Indonesia (61) are lowly ranked compared with Australia’s score of 97.⁵ However, Australia scores less well on internet freedom (76 out of 100) due to existing “limits on content, violations of user rights and obstacles to access”.⁶

These indicators serve as a warning as countries pursue regulatory and legislative pathways to tackle online misinformation. The key findings of this report highlight worrying effects of government over-reach through legislative responses to misinformation. The governments of both Singapore and Indonesia have been accused of misusing their anti-misinformation laws to censor or silence a wide spectrum of critics, including journalists, political dissidents and human rights activists.

⁵ Ibid
campaigners, as well as religious leaders. Experts criticised the tendency of these governments to prioritise law enforcement over alternative, less drastic mechanisms to deal with online misinformation. Academics observe that fake news laws addressing misinformation can only be successfully implemented without damaging political and civil rights in robust democracies like France, which have added checks and balances to their legislative measures.\(^7\)

Empirical data highlights some positive results for non-regulatory measures already being employed by digital platforms and others to tackle online misinformation. These include:

- Tools and campaigns to improve digital literacy
- Third-party fact checking of content and use of false information warning labels
- Requiring proof of identity to improve account transparency
- Removing harmful content or limiting its algorithmic spread
- Reducing services to users who breach community standards
- Supporting journalism by providing resources and financial support to news media organisations.

However, public recognition of this work appears to be limited. Platforms would serve themselves and the public well to improve the visibility of existing measures, and to more widely publicise the role the public can play in limiting the spread of misinformation.

Certainly, more work is needed to curb the scourge of online falsehoods, perhaps starting with a greater sense of shared responsibility by governments, digital platforms and users. Non-government organisations, academia, and traditional media also have vital roles to play in the promotion and development of digital literacy education and sustaining a culture of reliable and trustworthy information. As already happens in Europe, these key players could generate considerable benefits by holding regular meetings to communicate and share knowledge of known online risks and strategies to mitigate misinformation including being mindful not to inadvertently, or otherwise, amplify it.

The development of a successful voluntary code requires input from diverse stakeholders. But first there needs to be consensus on the meaning of key terms such as misinformation, disinformation and fake news so that everyone knows they are addressing the same problems. The present lack of definitional clarity across the globe is a key barrier to progress.

Misinformation on global platforms was also difficult to measure at a national level, as it is not confined to country borders. Adding further complexity to detecting and measuring misinformation, are country-specific issues such as Indonesia’s hundreds of spoken languages, many with different meanings for similar words that confound artificial intelligence techniques.

Potential remedies identified in the report include further developing trusted partnerships with civic leaders; expanding digital literacy education campaigns; expanding resources for public interest journalism; more cooperation between platforms; continuing to fund academic research; and greater data transparency for researchers to engender understanding about the scale of the problem and methods to mitigate it.

The findings also highlight the importance of a multi-pronged response to this complex problem, with input needed from a multitude of actors ranging from policy makers and regulators to on-the-ground fact checkers, educators and the organisations that work with victims of online misinformation campaigns. Traditional media also have a role to play as misinformation can be amplified in news reporting and distributed on its digital networks.

The case studies examining Indonesia and Singapore highlight the need for regulatory responses to be customised to national contexts, but to also incorporate international principles such as universal human rights. Expert participants in this project agreed that there was, as yet, no gold standard for regulating misinformation. While the EU code is often referenced and seen as adaptable to the Australian context, experts warned it was not flawless, and cautioned against its wholesale adoption.

Despite the lack of consensus on how to define, measure and mitigate misinformation online, clear unanimity exists about the urgent need to curb it to improve the quality of information in the public sphere, which is vital to a healthy democracy.

---

\(^7\) James Meese, J and Edward Hurcombe, Regulating Misinformation: Policy Brief (Melbourne, Analysis & Policy Observatory, RMIT University), https://apo.org.au/node/309357
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### Appendix A:
Tables of laws and regulations, *Indonesia*

<table>
<thead>
<tr>
<th>Legislative and non-legislative initiatives</th>
<th>Commencement date</th>
<th>How it defines the problem</th>
<th>Relevant actions</th>
<th>Stakeholders impacted</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Criminal Code (KUHP)</strong></td>
<td>Adopted in 1946</td>
<td>Article 14 refers to false information, however there doesn't appear to be a definition of what makes it so. Article 15 states that information or news that is uncertain, exaggerated or incomplete is prohibited if it causes, or has the potential to cause, public unrest. Defamation is defined as the act of “intentionally harming someone’s honour or reputation by charging him with a certain fact.”</td>
<td>The Government may arrest and punish with lengthy jail terms or large fines those that are suspected of spreading misinformation, whether intentionally or not, on the grounds that it causes, or threatens to cause public unrest.</td>
<td>Anyone in Indonesia can come under scrutiny. Members of the public and high profile political figures alike have faced charges under Articles 14 and 15. This law does not target online activity exclusively.</td>
<td>The focus on public unrest in the KUHP means that it has often been used in moments of crisis, such as during natural disasters, mass riots and recently the COVID-19 pandemic. It has been used against criticism of the Government’s handling of COVID-19. There is also evidence to suggest it has been used freely against political dissidents, including opposition political parties and West Papuan separatists.</td>
</tr>
</tbody>
</table>

---

### Revised Criminal Code (RKUHP)

<table>
<thead>
<tr>
<th>Legislative and non-legislative initiatives</th>
<th>Commencement date</th>
<th>How it defines the problem</th>
<th>Relevant actions</th>
<th>Stakeholders impacted</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Revised Criminal Code (RKUHP)</strong></td>
<td>Tabled in 2018; it was scheduled to be voted on in September 2019, which was postponed.</td>
<td>Like the existing Criminal Code, the revised version is largely lacking an explicit definition of fake news, misinformation or disinformation. It does differentiate between knowingly spreading false information, spreading information one may suspect to be false, and information that is uncertain, exaggerated or incomplete – each carry different penalties.</td>
<td>The Bill outlines added powers beyond those granted in KUHP. These include the authority to prosecute criticism of judges, and defamation of the President or Vice-President.</td>
<td>Given the broad scope of the bill, it would impact on everyone in Indonesian society. It has been said to be particularly &quot;disastrous not only for women and religious and gender minorities, but for all Indonesians.&quot;</td>
<td>As it hasn’t been passed, there have been no outcomes except for mass demonstrations in protest of its more controversial clauses relating to freedom of speech, among other things.</td>
</tr>
</tbody>
</table>

---

2 Ibid., Article 262(1).
3 Ibid., Article 262(2).
4 Ibid., Article 263.
5 Ibid., Article 304.
7 Ibid., Article 218.
### Legislative and non-legislative initiatives

<table>
<thead>
<tr>
<th>Law/Initiative</th>
<th>Commencement date</th>
<th>How it defines the problem</th>
<th>Relevant actions</th>
<th>Stakeholders impacted</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information and Electronic Transaction Law (UU ITE)</td>
<td>2008; revised in 2016</td>
<td>Unlike the Criminal Code, UU ITE relates directly to electronic information. “False and misleading information” here relates to “consumer loss in electronic transactions,” however it has been used much more broadly than that. It prohibits information intended to incite hostility based upon ethnicity, religion, and race. Also illegal is the unauthorised manipulation, creation and deletion of electronic information to make it “seem to be authentic.” One criticism is that it doesn’t properly differentiate between insults and defamation.</td>
<td>Breaches of the law carry significant jail terms and fines for perpetrators. Suspected perpetrators are often arrested and detained prior to trial, if one ever eventuates. UU ITE has been labelled the Government’s “de facto anti-fake news law” for its regular use against misinformation. The Government can terminate online access, which it has done in targeted areas of the country in times of unrest.</td>
<td>Internet users are obviously impacted by the law. Ordinary Indonesians that have low levels of digital literacy have come under scrutiny for sharing misinformation unwittingly. Media professionals have faced charges for purported hate speech against Islam. Critics of the Government are regular targets of the law. Such as West Papuan separatists, who have had their access to the internet blocked.</td>
<td>UU ITE has had several purported outcomes, such as limited free speech and crackdowns on political dissent. Others have claimed that it has resulted in a “revenge” dynamic, where it is used flagrantly against one’s enemies, and has had an overall chilling effect on Indonesia’s public sphere.</td>
</tr>
</tbody>
</table>

---

10 Ibid., Article 28(2).
11 Ibid., Article 35.
12 Usman Hamid, “Indonesia’s Information Law has threatened free speech for more than a decade. This must stop,” The Conversation, November 25, 2019, https://theconversation.com/indonesias-information-law-has-threatened-free-speech-for-more-than-a-decade-this-must-stop-127446.
14 UU ITE, Article 40.
15 “Indonesia’s policing of hoax news increasingly politicised,” 3.
### Legislative and non-legislative initiatives

<table>
<thead>
<tr>
<th>Initiative</th>
<th>Commencement date</th>
<th>How it defines the problem</th>
<th>Relevant actions</th>
<th>Stakeholders impacted</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Law No. 17 of 2011 on State Intelligence</strong></td>
<td>2011</td>
<td>The law does not define fake news, however its remit covers threats to domestic security such as information and cyber warfare.</td>
<td>This law authorises the State Intelligence Agency (BIN) to conduct surveillance, information extraction and interception to protect against &quot;activities that threaten national interests and security.&quot; BIN has been used during elections to monitor online information. BIN reports directly to the president.</td>
<td>This law relates to serious criminal activity that is judged to threaten national security, such as terrorism. Nonetheless, &quot;hoaxes&quot; have commonly fallen under this definition as they may have the potential to cause public disorder.</td>
<td>A recently passed law ensures BIN works directly under President Widodo. BIN has been used for its intelligence expertise to help mitigate crisis points, most recently during COVID-19.</td>
</tr>
<tr>
<td><strong>Terrorism Act</strong></td>
<td>2018</td>
<td>Article 1.4 in the law defines the threat of violence as &quot;speech, writing, picture, symbol or body language, with or without electronic... form which could create widespread fear.&quot; However it does not define misinformation or disinformation.</td>
<td>The terrorism law allows the police to &quot;detain ‘terror suspects’ for as long as 21 days without charge, and for another 200 days if police need time to gather evidence.&quot;</td>
<td>While senior government officials have suggested that perpetrators of hoaxes can be caught by the Act &quot;if there is an element of threat of violence and (they) create an atmosphere of terror and widespread fear,&quot; as of yet it has not been used to prosecute misinformation.</td>
<td>The Act has not been used against misinformation.</td>
</tr>
</tbody>
</table>

---

19 Ibid., Article 31(a).
### Appendix B:
Tables of laws and regulations, **Singapore**

<table>
<thead>
<tr>
<th>Legislative and non-legislative initiatives</th>
<th>Commencement date</th>
<th>How it defines the problem</th>
<th>Relevant actions</th>
<th>Stakeholders impacted</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Protection from Online Falsehoods and Manipulation Act (POFMA)</strong></td>
<td>Legislated April 2019/enacted October 2019</td>
<td>(2)(a): “a statement of fact is a statement which a reasonable person seeing, hearing or otherwise perceiving it would consider to be a representation of fact; and (b): a statement is false if it is false or misleading, whether wholly or in part, and whether on its own or in the context in which it appears.” ¹</td>
<td>POFMA enables government ministers to issue directives to correct, remove, or disable access to statements it determines to be false. They may make this judgement based on whether the statement is believed to be prejudicial to Singapore's public interest, security and international relations, or to influence elections, diminish confidence in public institutions, or &quot;incite feelings of enmity, hatred or ill will between different groups of persons.&quot; ²</td>
<td>Online users. Internet intermediaries: • Social media platforms • Direct messaging platforms ⁴ • Internet service providers • Websites. • Technology companies. Journalists and news organisations. Election campaigners and political parties, as political ads must be monitored by internet intermediaries. ⁵</td>
<td>Due to its brief lifespan, it is difficult to gauge its outcomes. More research is needed on purported effects such as the &quot;chilling&quot; of free speech and self-censorship. Various actors have continued to criticise the Government, however many have promptly received POFMA orders. Time will tell if there is a decline in such forms of public speech. Some observed changes were: • policed speech during recent election • accountability of internet intermediaries (ie. Facebook) to government directives • complication of role of judiciary vis-à-vis the Government • heavy use of POFMA against oppositional voices, such as opposition politicians and independent journalists.</td>
</tr>
</tbody>
</table>

---

² Ibid., Section 7.
³ Ibid., Part 4.
⁵ Protection from Online Falsehoods and Manipulation Act, Section 48.
## Legislative and non-legislative initiatives

<table>
<thead>
<tr>
<th>Protection from Online Harassment Act (POHA)</th>
<th>Commencement date</th>
<th>How it defines the problem</th>
<th>Relevant actions</th>
<th>Stakeholders impacted</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Legislated March 2014/ enacted November 2014 [revised January 2020]</td>
<td>POHA applies the same definition as POFMA (see above box)</td>
<td>Aimed to be used by “the man on the street.” The law’s use was judged by the High Court to be available only to a “person.” The 2019 amendments extended the law’s use to entities such as companies. Breaking POHA protection orders can result in arrests. Police may arrest without a warrant, and take to court, anyone deemed to act against the provisions of the Act. Penalties include up to a S$5,000 fine and/or 6-12 months jail, which is doubled for repeated offences.</td>
<td>Individuals and entities that are found to have committed online harassment, and communicated falsehoods about other people or entities deemed as harmful, can be ordered to stop, remove or correct such communications. Individuals, entities and internet intermediaries may face protection orders or civil lawsuits from the “victim” of said abuse. The State argued that journalists may use it against harassment. Actors outside Singapore can be charged under POHA. ‘Vulnerable people’ and victims of intimate partner violence were given greater protections in 2019 amendments. People that commit ‘doxxing’</td>
<td>The Government says more than 3000 Magistrates Complaints were made between 2014-2019, of which 1700 prosecutions were brought and 900 convictions made. 500 applications were for protection orders, of which 200 were granted. Workplace harassment was a common reason.</td>
<td></td>
</tr>
</tbody>
</table>

---

10 Protection from Online Harassment Act, Section 18.
12 Protection from Online Harassment Act, sections 8A & 8B.
### Legislative and non-legislative initiatives

<table>
<thead>
<tr>
<th>Initiative</th>
<th>Commencement date</th>
<th>How it defines the problem</th>
<th>Relevant actions</th>
<th>Stakeholders impacted</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Online News Licensing Scheme (under the Broadcasting Act)</strong></td>
<td>June 2013</td>
<td>As misinformation is not explicitly targeted by this framework, it is not defined as such. Nonetheless, the publication of &quot;deliberately fabricated articles&quot; has been punished under this licencing framework. Content that is &quot;against public interest, public order, national harmony, and/or offends against good taste or decency&quot; is targeted.</td>
<td>The Government can order licensees to take down &quot;prohibited&quot; material within 24 hours. They can also be directed to shut down online sites, and have their licences revoked.</td>
<td>Websites that post Singapore-related news at least once a week on average over a two-month period, and have at least 50,000 unique visits a month from Singaporean internet users.</td>
<td>Sites that are required to become licensees must put up a S$50,000 performance bond to the Government. This status brings content responsibilities upon them. Websites, such as The Real Singapore, have been ordered to take down prohibited material and shut down their sites completely. There does not appear to be a significant number of such cases. Larger, popular online sites have been forced to abide by this licencing framework.</td>
</tr>
</tbody>
</table>

### Defamation Act (civil defamation)

<table>
<thead>
<tr>
<th>Act</th>
<th>Commencement date</th>
<th>How it defines the problem</th>
<th>Relevant actions</th>
<th>Stakeholders impacted</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Defamation Act</strong></td>
<td>1965 [revised 2014]</td>
<td>Defamation is defined in relation to instances of &quot;libel and slander and other malicious falsehoods&quot; that may cause reputational, financial or other damage.</td>
<td>The Government may sue anyone that it views has defamed its reputation. Unlike other countries, Singapore's defamation legislation &quot;does not provide a qualified privilege for criticism of government officials and other public figures. The damages awarded plaintiffs can be so high as to bankrupt defendants.&quot;</td>
<td>Anyone who has been viewed as defaming others including government. To date, this Act has seen voices of dissent, such as independent media and individual internet users face prosecution.</td>
<td>Self-censorship has been reported. Some state they have taken precautionary measures before speaking out, such as dissipating their assets in fear of eventually being sued. Civil defamation lawsuits have been used by the Government and successive Prime Ministers against political opponents, critical and foreign media for decades.</td>
</tr>
</tbody>
</table>

---

13 "Prohibited material is material that is objectionable on the grounds of public interest, public morality, public order, public security, national harmony, or is otherwise prohibited by applicable Singapore laws." [Infocomm Media Development Authority, Internet Code of Practice (Singapore: IMDA, 1997), 2, https://www.imda.gov.sg/-/media/Imda/Files/Regulations-and-Licensing/Regulations/Codes-of-Practice/Codes-of-Practice-Media/PoliciesandContentGuidelinesInternetCodeOfPractice.pdf]

14 Kill the Chicken to Scare the Monkeys, 49.

15 "What is the licensing framework for online news sites all about?", Singapore Government, published June 18, 2013, https://www.gov.sg/article/what-is-the-licensing-framework-for-online-news-sites-all-about


17 Ibid., 96.

18 Kill the Chicken to Scare the Monkeys, 8-10.

19 Ibid.

20 Ibid.
<table>
<thead>
<tr>
<th>Legislative and non-legislative initiatives</th>
<th>Commencement date</th>
<th>How it defines the problem</th>
<th>Relevant actions</th>
<th>Stakeholders impacted</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Penal Code section 499 (criminal defamation)</td>
<td>1872</td>
<td>&quot;Whoever, by words either spoken or intended to be read, or by signs, or by visible representations, makes or publishes any imputation concerning any person, intending to harm, or knowing or having reason to believe that such imputation will harm, the reputation of such person, is said, except in the cases hereinafter excepted, to defame that person.&quot;</td>
<td>The Government can charge a citizen, entity or foreign entity with defamation, the penalty being a fine, up to two years jail time, or both. The Government can search private locations &quot;without a warrant and seize anything they deem relevant to an alleged offense.&quot;</td>
<td>Political opponents, Independent media, Members of the public.</td>
<td>In the past, the Government has allegedly used criminal defamation to make political opponents ineligible to run for parliament. Used by the Government less often than civil defamation lawsuits. A recent case involving The Online Citizen demonstrates how it can potentially put independent media in jail.</td>
</tr>
</tbody>
</table>

| Sedition Act | 1965 [revised 2013] | As misinformation is not explicitly targeted by this legislation, it is not defined as such. However, speech or publications with a "seditious tendency" is that which inspires "hatred," "contempt" or "disaffection" toward the Government or the "administration of justice," or "promote ill-will," "hostility" or "discontent" between the citizens, races and classes of Singapore. Falsehoods have fallen under this definition in practice. | The Government can charge alleged seditious actors with a fine of up to $5,000 and up to three years jail time. The law enables the Government to jail people it believes are in breach of the Act, even if the statements had no seditious intent or effects on others. | Members of the public. Members of the media. Vocal religious figures have been charged with sedition for inciting enmity between different religious groups. | Like the use of criminal defamation, sedition charges have seen independent media and other outspoken Singaporeans jailed for publishing purported falsehoods. |

22 Ibid., Section 500.
23 Kill the Chicken to Scare the Monkeys, 9
24 "In December 2018, the executive editor Terry Xu Yuan Chen was charged with defamation, and at the time of writing is awaiting trial. If convicted, Xu will face prison time and a large monetary penalty, common punishments for such ‘crimes.’” Jason Luger, "Planetary illiberalism and the cybercity-state in and beyond territory," Territory, Politics, Governance 8, no. 1 (2020): 12.
25 Kill the Chicken to Scare the Monkeys, 16.
27 Ibid., section 4(1).
28 Kill the Chicken to Scare the Monkeys, 44.
29 Ibid., 47, 49-50.
### Appendix C:
Tables of laws and regulations,
European Commission

<table>
<thead>
<tr>
<th>Legislative and non-legislative initiatives</th>
<th>Commencement date</th>
<th>How it defines the problem</th>
<th>Relevant actions</th>
<th>Stakeholders impacted</th>
<th>Outcomes</th>
</tr>
</thead>
</table>
| Action Plan on Strategic Communication | June 22, 2015 | Concerned primarily with Russian coordinated disinformation campaigns | a) Increase EU Strategic Communication capacity  
b) Work with partners and development of networks  
d) Support for freedom of the media and freedom of expression  
f) Capacity building for journalists and media actors  
h) Engagement with Civil Society  
i) Increase awareness, develop critical thinking and promote media literacy | European External Action Service (EEAS), Member States, Organisation for Security and Co-operation in Europe (OSCE), Council of Europe, OPEN Neighbourhood, journalists and media representatives, European Regulators Group for Audiovisual Media Services (ERGA) | Established East StratCom Task Force and the flagship project EUvsDisinfo which identifies, compiles and exposes disinformation cases. As of 2019, the database holds over 6,500 samples of pro-Kremlin disinformation. |

| Joint Framework on Countering Hybrid Threats: A European Union Response | April 6, 2016 | Hybrid threats encompass “coercive and subversive” activities that can be economic, militaristic, technological or diplomatic. Within this falls “massive disinformation campaigns, using social media to control the political narrative or to radicalise, recruit and direct proxy actors.” | Action 2 Creation of an EU Hybrid Fusion Cell, facilitating cooperation and secure communication between Member States.  
Action 3 “Explore with Member States ways to update and coordinate capacities to deliver proactive strategic communications and optimise use of media monitoring and linguistic specialists.” | EEAS, Member States, social media specialists, online platforms, European Strategic Communications Network | The establishment of Communication Task Forces for the Eastern and Southern Neighbourhoods. Monitoring disinformation, awareness-raising activities in Member States about the impact of Russian disinformation. The Task Forces gained support through the contribution of military advice to help counter misinformation campaigns targeted at the EU and individual Member States. |

---

<table>
<thead>
<tr>
<th>Legislative and non-legislative initiatives</th>
<th>Commencement date</th>
<th>How it defines the problem</th>
<th>Relevant actions</th>
<th>Stakeholders impacted</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tackling Online Disinformation: A European Approach</td>
<td>April 26, 2018</td>
<td>Concerned with large scale disinformation, which includes &quot;misleading or outright false information.&quot;</td>
<td>3.1.1 Convene a multi-stakeholder forum on disinformation, to form the Code of Practice on Disinformation.</td>
<td>Online platforms, advertising industry, advertisers, media and civil society representatives.</td>
<td>The Code of Practice. Possible regulation if assessment not satisfactory.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.1.2 Support for the creation of an independent European network of fact checkers. Launch a secure European online platform for disinformation to support fact checker networks and academics.</td>
<td>Independent fact checkers, academics, Member States, civil society.</td>
<td>Social Observatory for Disinformation and Social Media Analysis (SOMA), launched November 2018. Organised a fact checking conference. International Fact-Checking Network created an EU specific fact checking site FactCheckEu.info</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1.3 Focus on transparency and online accountability via the identification of suppliers of information.</td>
<td>eIDAS Cooperation Network, online platforms, voluntary online systems, academic researchers, technology companies and fact checkers, Member States.</td>
<td>Commission reports to have mobilised the Cooperation Network set up under the electronic Identification and Authentication Service Regulation (eIDAS), raising awareness on how eIDAS tools and services could be relied upon to tackle disinformation by increasing accountability and encouraging more responsible behaviour online</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1.4 Utilise Horizon 2020 work programme to mobilise new technologies. Will also explore extra support to deploy tools to combat disinformation.</td>
<td>Horizon 2020, European Research Council projects, traditional media, journalists, online platforms.</td>
<td>Currently, under the ERC and Horizon 2020, there are several actions aimed at improving the understanding of online disinformation and developing new tools for content verification. Various projects studying automated systems and their impact on public discourse, and solutions to help traditional media better detect false narratives online.</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Legislative and non-legislative initiatives</th>
<th>Commencement date</th>
<th>How it defines the problem</th>
<th>Relevant actions</th>
<th>Stakeholders impacted</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tackling Online Disinformation: A European Approach</strong></td>
<td>April 26, 2018</td>
<td>3.2 Secure and resilient election process.</td>
<td>Member States, media and social media representatives, international orgs.</td>
<td>Commission started a constructive dialogue with Member States in 2018. Delivered a compendium on cyber security of election technology. Raising awareness and strengthening capacities to manage risks to democratic electoral process presented by cyber-attacks and disinformation.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.3 Fostering media literacy, including steering a Media Literacy Expert Group and supporting all EU digital education efforts. Fact-checkers to provide educational material to schools and educators.</td>
<td>OECD, Member States, fact-checkers.</td>
<td>Introduce rules for Member States and video-sharing platforms on media literacy and establish a co-regulatory system. Online disinformation and fake news to be added to OECD ICT familiarity questionnaire.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.4 Supports the practice of quality journalism in the EU. Member States encouraged to consider strategies to address market failures hampering the viability of quality journalism, as well as training for journalists and industry innovation. Will explore increased funding opportunities to support media freedom and pluralism, quality news media and journalism.</td>
<td>Member states, journalists, media representatives.</td>
<td>Implementing framework for greater investment and funding in innovation in quality journalism, media freedom and plurality.</td>
<td></td>
</tr>
<tr>
<td>Legislative and non-legislative initiatives</td>
<td>Commencement date</td>
<td>How it defines the problem</td>
<td>Relevant actions</td>
<td>Stakeholders impacted</td>
<td>Outcomes</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>-------------------</td>
<td>---------------------------</td>
<td>-----------------</td>
<td>----------------------</td>
<td>---------</td>
</tr>
<tr>
<td>Joint Framework on Countering Hybrid Threats from July 2017 to June 2018</td>
<td>June 13, 2018</td>
<td><strong>Action 3: Strategic communications</strong>&lt;br&gt;The positive experiences of the East StratCom Task Force need to be underpinned and strengthened. Task Force set up for Western Balkans. Training for staff in Eastern Partnership countries for enhancing their strategic communications capabilities and their resilience to disinformation.</td>
<td>East StratCom Task Force, NATO, Commission, EEAS, Eastern Partnership (EaP) countries.</td>
<td>Monitoring disinformation, awareness-raising activities in EaP countries and Member States about the impact of Russian disinformation.</td>
<td></td>
</tr>
<tr>
<td><strong>Action 21: Intelligence capabilities extended</strong>&lt;br&gt;&quot;by contributing military advice to help counter misinformation campaigns targeted at the EU and individual Member States.&quot;</td>
<td></td>
<td></td>
<td>EU Military Staff, Member States, EU Hybrid Fusion Cell, EEAS.</td>
<td>Enabling the enhancement of early warning.</td>
<td></td>
</tr>
</tbody>
</table>

---

Fighting Fake News: A Study of Online Misinformation Regulation in the Asia Pacific

<table>
<thead>
<tr>
<th>Legislative and non-legislative initiatives</th>
<th>Commencement date</th>
<th>How it defines the problem</th>
<th>Relevant actions</th>
<th>Stakeholders impacted</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU Code of Practice on Disinformation</td>
<td>September 26, 2018</td>
<td>Citing a High-Level Expert Group paper, the Code defines disinformation as &quot;verifiably false or misleading information&quot; which, cumulatively, (a) 'is created, presented and disseminated for economic gain or to intentionally deceive the public'; and (b) 'May cause public harm,' intended as 'threats to democratic political and policymaking processes as well as public goods such as the protection of EU citizens' health, the environment or security.' It does not include &quot;misleading advertising, reporting errors, satire and parody, or clearly identified partisan news and commentary.&quot;</td>
<td>While specific measures of how to combat disinformation are to be decided by signatories, the five &quot;Pillars&quot; of focus include &quot;scrutiny of advertisement placements to reduce revenues of the purveyors of disinformation,&quot; &quot;transparency about political and issue-based advertising,&quot; targeting inauthentic activity and strengthen integrity of services, and empowerment of consumers and the research community.</td>
<td>Digital platforms, advertising bodies, fact checkers and researchers.</td>
<td>Successive assessments by ERGA, independent consultant VAA and the Commission found the Code has established a framework for dialogue between relevant stakeholders, monitoring, and greater transparency and accountability of platforms' operations. Each Pillar had demonstrated improvement, yet significant shortfalls in performance of the Code and its signatories were noted – particularly regarding data sharing and the empowerment of users and the research community.</td>
</tr>
<tr>
<td>Directive (EU) 2018/1808 of the European Parliament and of the Council</td>
<td>November 28, 2018</td>
<td>Article 33a Member States shall promote and take measures for the development of media literacy skills.</td>
<td>Member States, civil society.</td>
<td>Decrees Member States to promote media literacy. Nearly a dozen Member States have taken up comprehensive media literacy initiatives.</td>
<td></td>
</tr>
<tr>
<td>Legislative and non-legislative initiatives</td>
<td>Commencement date</td>
<td>How it defines the problem</td>
<td>Relevant actions</td>
<td>Stakeholders impacted</td>
<td>Outcomes</td>
</tr>
<tr>
<td>--------------------------------------------</td>
<td>-------------------</td>
<td>----------------------------</td>
<td>-----------------</td>
<td>----------------------</td>
<td>----------</td>
</tr>
</tbody>
</table>
| **Action Plan against Disinformation**     | December 5, 2018  |                             | **Action 2** High Representative to ‘review the mandates of the Strategic Communications Task Force for Western Balkans and South to enable them to address disinformation in these regions.’ | StratCom Task Forces, online platforms, international partners, G7, NATO, Union Neighbourhoods | Increased budget to strengthen the Union’s capabilities to detect, analyse and expose disinformation as well as to ensure a coordinated and speedy response – ie. Rapid Alert System. RAS however has received mixed reviews since it has not been triggered (as of June 2020), and few Member States have shared information through it.¹  
**Action 3** “Establish a Rapid Alert System for addressing disinformation campaigns.”  
**Action 5** “Strengthen strategic communications in the Union’s neighbourhood.”⁴ |
### Legislative and non-legislative initiatives

<table>
<thead>
<tr>
<th>Legislative and non-legislative initiatives</th>
<th>Commencement date</th>
<th>How it defines the problem</th>
<th>Relevant actions</th>
<th>Stakeholders impacted</th>
<th>Outcomes</th>
</tr>
</thead>
</table>
| **Action Plan against Disinformation**      | December 5, 2018    |                            | **Action 6** Close monitoring of the implementation of Code of Practice, and *push for rapid and effective compliance* After 12-month assessment Commission may propose actions including regulation. | Signatories to the Code                     | Facebook, Google, Twitter were found to have:  
  - improved their scrutiny of ad placements, reducing malicious clickbaiting practices and advertising revenues for those posting disinformation;  
  - focused on manipulative behaviour to make content more visible through coordinated operations, as well as the abusive use of bots and fake accounts.  
However the platforms did not make sufficient progress in increasing the transparency of websites hosting ads, partly due to the lack of engagement from the advertising industry. Questions remain about the effectiveness of the transparency measures taken by all signatories.  
All platforms should also ensure an active and working cooperation with fact checkers in all Member States and empower users to better detect disinformation. |
<table>
<thead>
<tr>
<th>Legislative and non-legislative initiatives</th>
<th>Commencement date</th>
<th>How it defines the problem</th>
<th>Relevant actions</th>
<th>Stakeholders impacted</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Action Plan against Disinformation</td>
<td>December 5, 2018</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Action 7</td>
<td></td>
<td>“Targeted campaigns for the public and training for media and public opinion shapers.” Continue support for independent media and quality journalism and research into disinformation.</td>
<td></td>
<td>European Commission, High Representative, the public, independent media and journalists, academics, Member States, fact checkers, researchers, civil society.</td>
<td>EU institutions launched a number of initiatives to raise public awareness of disinformation across EU Member States, including seminars, conferences and media briefings. Provided proactive and multilingual communication to millions of EU citizens through social media and through communication campaigns. The Commission worked together with the EEAS and the European Parliament to produce and distribute myth busting and awareness-raising materials, drawing on both academic and institutional expertise. European Media Literacy Week with more than 320 events in the EU18. The International Fact-Checking Network created a European branch of independent fact checkers covering 14 Member States and launched a website in 11 EU languages.</td>
</tr>
<tr>
<td>Action 8</td>
<td></td>
<td>“Support the creation of teams of multi-disciplinary independent fact-checkers and researchers.”</td>
<td></td>
<td>European institutions launched a number of initiatives to raise public awareness of disinformation across EU Member States, including seminars, conferences and media briefings. Provided proactive and multilingual communication to millions of EU citizens through social media and through communication campaigns. The Commission worked together with the EEAS and the European Parliament to produce and distribute myth busting and awareness-raising materials, drawing on both academic and institutional expertise. European Media Literacy Week with more than 320 events in the EU18. The International Fact-Checking Network created a European branch of independent fact checkers covering 14 Member States and launched a website in 11 EU languages.</td>
<td></td>
</tr>
<tr>
<td>Action 9</td>
<td>Media Literacy Week, cross border cooperation and the “launch of practical tools for the promotion of media literacy for the public.”</td>
<td></td>
<td>European institutions launched a number of initiatives to raise public awareness of disinformation across EU Member States, including seminars, conferences and media briefings. Provided proactive and multilingual communication to millions of EU citizens through social media and through communication campaigns. The Commission worked together with the EEAS and the European Parliament to produce and distribute myth busting and awareness-raising materials, drawing on both academic and institutional expertise. European Media Literacy Week with more than 320 events in the EU18. The International Fact-Checking Network created a European branch of independent fact checkers covering 14 Member States and launched a website in 11 EU languages.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Legislative and non-legislative initiatives

<table>
<thead>
<tr>
<th>Initiative</th>
<th>Commencement date</th>
<th>How it defines the problem</th>
<th>Relevant actions</th>
<th>Stakeholders impacted</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication from the Commission Europe in May 2019: Preparing for a More United, Stronger and More Democratic Union in an Increasingly Uncertain World</td>
<td>April 30, 2019</td>
<td>Part II. 4 Acting together to fight disinformation</td>
<td>Outlined emphasis on scaling up independent fact checking efforts, media literacy and artificial intelligence capacities, collaboration with online platforms, and media pluralism and freedom, all aimed at improving the public’s access to reliable information.</td>
<td>EU27 Leaders, fact checkers, the public, digital platforms and social networks.</td>
<td>These recommendations were aimed to guide the actions and interactions of EU leaders prior to their May 2019 meeting in Romania.</td>
</tr>
<tr>
<td>Tackling COVID-19 Disinformation – Getting the Facts Right</td>
<td>June 10, 2020</td>
<td>Acknowledged the need to expand definition of the problem from disinformation, where intent is key, to misinformation, since the COVID-19 “infodemic” demonstrated the harm that such pandemic-related misinformation can cause.</td>
<td>Sought to develop more robust measures to counter COVID-19 misinformation. This includes: • Improving coordination between EU institutions, including better use of the Rapid Alert System, civil society and journalists • Working with the WHO to better identify and counter “misleading and harmful narratives” • Improving public education</td>
<td>Member States, signatories, the public, civil society and researchers</td>
<td>In September 2020, the Commission released Code signatories’ first baseline reports on these COVID-19-related asks. The reports demonstrated signatories had increased access to and visibility of authoritative information. Notably, however, the application of these measures was not uniform across the EU.</td>
</tr>
</tbody>
</table>

---

Appendix D:
Respondent profile and interview schedule

This appendix lists the 14 interviewees who have contributed to the report along with an indicative schedule of the types of questions asked of them. Under the La Trobe University ethics application approved for this research, some interviewees’ identities were not disclosed due to potential adverse consequences. However, some interviewees felt it preferable and, in some instances, safer in their circumstances, to be named. Thus, the table below details the profiles of the respondents interviewed for this project, with more detailed information provided when explicit permission was granted.

The interview schedule also varies according to individual circumstances. The Interview Schedule is a semi-structured guide to provide an understanding of the types of questions asked of respondents. Interviews were analysed with the assistance of qualitative data analysis software, NVivo, to locate rich insights in the data, consolidate the main themes that form the findings chapters (chapters five to seven), and to produce defensible findings backed by evidence.

<table>
<thead>
<tr>
<th>Interviewee Name/ Number</th>
<th>Position</th>
<th>Interview Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pingtjin Thum (PJ Thum)</td>
<td>Historian, activist and Managing Director of the New Naratif</td>
<td>19 August 2020</td>
</tr>
<tr>
<td>Kirsten Han</td>
<td>Freelance Journalist</td>
<td>25 August 2020</td>
</tr>
<tr>
<td>1</td>
<td>Social Media/Digital Platform Expert</td>
<td>7 August 2020</td>
</tr>
<tr>
<td>3</td>
<td>Academic</td>
<td>18 August 2020</td>
</tr>
<tr>
<td>4</td>
<td>Social Media/Digital Platform Expert</td>
<td>7 August 2020</td>
</tr>
<tr>
<td>11</td>
<td>Academic</td>
<td>20 August 2020</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Interviewee Name/ Number</th>
<th>Position</th>
<th>Interview Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wahyu Dhyatmika</td>
<td>Editor-in-Chief of Tempo magazine</td>
<td>24 August 2020</td>
</tr>
<tr>
<td>Septiaji Eko Nugroho</td>
<td>Chairman of MAFINDO (civil society group tackling hoaxes)</td>
<td>26 August 2020</td>
</tr>
<tr>
<td>Andreas Harsono</td>
<td>Human Rights activist and Researcher at Amnesty International Indonesia</td>
<td>20 August 2020</td>
</tr>
<tr>
<td>Damar Juniarto</td>
<td>SAFEnet, Southeast Asia Freedom of Expression, Executive Director and activist</td>
<td>31 August 2020</td>
</tr>
<tr>
<td>7</td>
<td>Academic</td>
<td>19 August 2020</td>
</tr>
<tr>
<td>9</td>
<td>Social Media/Digital Platform Expert</td>
<td>8 September 2020</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Interviewee Name/ Number</th>
<th>Position</th>
<th>Interview Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>EU Social Media/Digital Platform Expert</td>
<td>16 September 2020</td>
</tr>
<tr>
<td>14</td>
<td>The Australian Communications Media Authority (ACMA)</td>
<td>18 November 2020</td>
</tr>
</tbody>
</table>
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Semi-structured interview schedule

1. What is your name?
2. What organisation do you work for?
3. What is your title?
4. What is your career background?
5. How do you define fake news: misinformation and disinformation?
   a. Any other terms that should be considered?
6. Is misinformation a problem in the region? If so, how widespread is the problem on platforms and social media across the region (APAC)?
   a. Where is it most challenging in terms of places and spaces online?
7. How have you and/or your organisation dealt with misinformation?
8. Which measures do you think have been most effective?
   a. What is the evidence for that?
9. How has your government responded to the threat of misinformation on digital platforms and social media?
   a. What laws, if any, have been passed?
   b. What penalties are associated with breaches of these laws?
10. What powers do the laws provide to the Government? Do they have limitations?
11. Are there public concerns/controversial aspects of these policy/legal changes? If so, what are they?
12. Who are the people/organisations most concerned about these changes?
13. Through the experience of your work, what do you consider are the main public consequences of ‘fake news’ laws?
14. Can you provide examples of any adverse impacts the fake news laws have had on: a) a person, b) organisations c) others?
15. What is the current state of the debate around misinformation on social media platforms in your country and across APAC?
16. If these laws could be improved, what changes would you like to see implemented?
17. In your experience, which country has the most useful measures to deal with fake news online? Why?
18. Is there anyone in this field who you think I should talk to?
19. Is there anything else you would like to add?